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Abstract

Magnetic particle imaging is a tracer-based medical imaging modality. Although various reconstruction methods are known, such as the ones based on a measured system matrix, the mathematical formulation of physical models of magnetic particle imaging is still lacking in several ways. Even for fairly simplified models, such as the Langevin model of paramagnetism, many properties are unproven. Only when one-dimensional excitation is used, the existing models are sufficient to derive simple and fast reconstruction techniques, like the so-called x-space and Chebyshev reconstruction approaches. Recently, an accurate formulation of the one-dimensional Fourier transform of the Langevin function and related functions has been provided. The present article extends the theory to multidimensional magnetic particle imaging. The derived formulations help us to calculate the exact relationship between the system function of Lissajous field-free-point trajectory based magnetic particle imaging and tensor products of Chebyshev polynomials and also uncover a direct relationship to tensor products of Bessel functions of first kind in the spatio-temporal Fourier domain. Moreover, the developed formulation consolidates the mathematical description of magnetic particle imaging and lays the basis for the investigation of different trajectories.

I. Introduction

Different mathematical models have been developed for magnetic particle imaging (MPI). A review can be found in [1]. However, the mathematical formulation of physical models in magnetic particle imaging still has several shortcomings. Even for simple models, many observations in MPI are unproven. For example, several MPI publications are based on the Langevin theory of paramagnetism to describe the imaging process [2–5]. However, although some reconstruction methods require the Fourier transform of the Langevin function and its derivative, in practice, due to the lack of a closed-form expression, they are approximated either numerically or via the Lorentzian function, which works quite well in practice. In a recent publication, we introduced a formal frame-work to explain MPI in spatio-temporal Fourier space for one-dimensional excitation [6]. In independent works [7, 8], closed-form solutions of the one-dimensional Fourier transform of the Langevin function can also be found. In [6], the Fourier transform has been defined on a highly simplified model in one dimension. The present article extends the previous results on one-dimensional MPI by giving further proofs and additional information, and, most importantly, extends the theory to the multidimensional case. The contributions of this work are manifold. First, the calculation of the Fourier transform of the Langevin function for the one-dimensional and the multidimensional case are presented. Then, a spatio-temporal Fourier representation of the system function is derived from a simplified Langevin model in the multidimensional setting that only depends on the spatial...
Fourier transform of the Langevin function multiplied by a second function. This second function itself depends only on the selected field-free-point (FFP) trajectory and maps the spatial frequencies to temporal frequencies. As relevant examples, one-, two-, and three-dimensional excitation for the drive fields are used. In particular, to give an explicit example, Lissajous FFP-trajectories are used. This example helps us to prove some often assumed, but unproven relationships, like the one that the spatial dimensions of the system function components in MPI are related to tensor products of Chebyshev polynomials of second kind [2]. A second interesting observation is that the observed frequency mixing between spatial and temporal frequencies (see [9]) seems to originate within the calculated manifold conditions in the spatio-temporal Fourier space. This was so far related to the intermodulation theory in [2, 10]. Nonetheless, the techniques developed in this article can be extended to various FFP-trajectories and may be helpful in future for formal analyses in MPI. To confirm our findings numerically, simulations and comparisons between theoretical and experimental results have been performed.

II. The Langevin Function and its Role in MPI

The Langevin function plays a central role in the theory of MPI, as, for a given location of the field-free point, it allows one to derive a mathematical relationship between the SPIO distribution and the measured voltage signals. In this section, we recall some known results and introduce a normalized version of the Langevin function that will be useful in several proofs throughout the article.

The one-dimensional Langevin function \( \mathcal{L}: \mathbb{R} \to \mathbb{R} \) with \( \mathcal{L} \in L^\infty(\mathbb{R}) \) is defined as

\[
\mathcal{L}(x) = \begin{cases} \coth(x) - \frac{1}{x}, & x \in \mathbb{R} \setminus \{0\}, \\ 0, & x = 0. \end{cases}
\] (1)

We introduce a “normalized” Langevin function \( \mathcal{L}_n: \mathbb{R} \to \mathbb{R} \) in the form

\[
\mathcal{L}_n(x) = \begin{cases} \left( \frac{x}{x} \right) - \frac{1}{x}, & x \in \mathbb{R} \setminus \{0\}, \\ \frac{1}{x}, & x = 0. \end{cases}
\] (2)

Finally, the \( n \)-dimensional Langevin function \( \mathcal{L}: \mathbb{R}^n \to \mathbb{R}^n \) is given by the expression

\[
\mathcal{L}(x) = \mathcal{L}(\|x\|_2) \frac{x}{\|x\|_2} = \mathcal{L}_n(\|x\|)x,
\] (3)

where \( \| \cdot \| \) is the Euclidean norm of a vector.

For a simplified MPI model, in which no field inhomogeneities and no SPIO’s relaxation effects are considered, the voltage signals caused by an \( n \)-dimensional SPIO distribution and received at \( n' \) receive coils can be written as a vector-valued \( T_D \)-periodic voltage function \( u: \mathbb{R} \to \mathbb{R}^{n'} \) [1, 2, 11]. We have

\[
u(t) = M_0 g(t)
\] (4)

with \( M_0 = \mu_0 m P \), where matrix \( P \in \mathbb{R}^{n \times n} \) denotes the homogeneous coil sensitivities profiles, \( \mu_0 \) the vacuum permeability, \( m \) the magnetic moment of one nanoparticle, and \( t \in \mathbb{R} \) denotes the time variable. The vector \( g: \mathbb{R} \to \mathbb{R}^n \) describes the essential content of the voltage signal \( u(t) \). Thus, for the reason of simplicity, we use only the auxiliary function \( g(t) \) instead of the voltage signals throughout the article. All upcoming results are related to the voltage signal \( u(t) \) through a linear transform with matrix \( M_0 \). The function \( g(t) \) can be expressed by a component-wise integration using either \( \mathcal{L}, \mathcal{L}_n \) or \( \mathcal{L} \) as

\[
g(t) = \frac{d}{dt} \int_{\mathbb{R}^n} c(x) \mathcal{L}(\beta \|G(x_{FFP}(t)-x)\|) \frac{G(x_{FFP}(t)-x)}{\|G(x_{FFP}(t)-x)\|} dx,
\]

\[
= \frac{d}{dt} \int_{\mathbb{R}^n} c(x)\mathcal{L}_n(\beta \|G(x_{FFP}(t)-x)\|) \beta G(x_{FFP}(t)-x) dx,
\]

\[
= \frac{d}{dt} \int_{\mathbb{R}^n} c(x)\mathcal{L}(\beta |G(x_{FFP}(t)-x)|) dx
\] (5)

with \( \beta = \frac{\mu_0 m}{2T} \). The vector \( x \in \mathbb{R}^n \) denotes the spatial position, \( c: \mathbb{R}^n \to \mathbb{R} \) is the spatial SPIO distribution, \( k_B \) the Boltzmann constant, and \( T \) the temperature of the SPIOs. The matrix \( G \in \mathbb{R}^{n \times n} \) denotes the applied gradients of the selection field \( H^S(x) = G x \). The vector \( x_{FFP}: \mathbb{R} \to \mathbb{R}^n \) describes the position of the field free point at time \( t \).

Often the relationship in (5) is written in an alternative form as an inner product between the SPIO distribution \( c(x) \) and a system function \( s: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) that includes all terms that are independent of \( c(x) \):

\[
g(t) = \int_{\mathbb{R}^n} s(x, t) c(x) dx.
\] (6)

A comparison with (5) shows that the system function itself can be written in the following forms:

\[
s(x, t) = \frac{\partial}{\partial t} \left[ \mathcal{L}(\beta \|G(x_{FFP}(t)-x)\|) \frac{\beta G(x_{FFP}(t)-x)}{\|G(x_{FFP}(t)-x)\|} \right]
\]

\[
= \frac{\partial}{\partial t} \left[ \mathcal{L}_n(\beta \|G(x_{FFP}(t)-x)\|) \beta G(x_{FFP}(t)-x) \right]
\]

\[
= \frac{\partial}{\partial t} \left[ \mathcal{L}(\beta |G(x_{FFP}(t)-x)|) \right].
\] (7)

Another common approach is to define an MPI system function for the Fourier-series representation of the \( T_D \)-periodic function \( g(t) \). With

\[
s_k(x) = \frac{1}{T_D} \int_{-\frac{T_D}{2}}^{\frac{T_D}{2}} s(x, t) e^{-ik\omega_D t} dt
\] (8)
being the $k$-th Fourier series component of the system function $s(x,t)$, the frequency-domain version of (6) reads
\[ g_k = \frac{1}{T_D} \int_{-\frac{T_D}{2}}^{\frac{T_D}{2}} s(t)e^{-i\omega_k t} \, dt \]
\[ = \int_{\mathbb{R}^d} s(x)c(x) \, dx \]
with $\omega_k = \frac{2\pi k}{T_D} = 2\pi k f_D$.

**III. Spatial Fourier transform**

As a first fundamental result on the relationship between the FFP trajectory and the series coefficients $g_k$, we show that SPIO- and trajectory-dependent terms can be separated when carrying out a spatial Fourier transform.

**Theorem 3.1.** The Fourier series coefficients $g_k$ of $g(t)$ in (9) can be expressed in terms of the spatial Fourier transform by
\[ g_k = \frac{i\omega_k}{(2\pi)^n} \int_{\mathbb{R}^n} \hat{h}(\omega_x)P(\omega_x,k) \, d\omega_x, \] (10)
where the function
\[ P(\omega_x,k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{iu_1^T x_{\text{FFP}}(\pi_i)} e^{-ik_z z} \, dz \] (11)
only only depends on the used FFP-trajectory $x_{\text{FFP}}(t)$ with period length $T_D = \frac{1}{f_D}$. The term $\hat{h}(\omega_x)$ is given by
\[ \hat{h}(\omega_x) = \hat{c}(\omega_x) \frac{1}{\det(\beta G)} \mathcal{L}\left( \frac{G^{-1} \omega_x}{\beta} \right), \] (12)
where $\mathcal{L}(\omega_x)$ and $\hat{c}(\omega_x)$ are the continuous Fourier transforms of the Langevin function $\mathcal{L}(x)$ and the SPIO distribution, respectively. Let $c(x)$ be of bounded support and $\mathcal{L}(x)$ in $L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$.

**Proof.** In the following, a vector-valued notation is used:
\[ h(x) = \int_{\mathbb{R}^n} c(u) \mathcal{L}(\beta G(x-u)) \, du. \] (13)

We are now interested in the Fourier series expansion of $\frac{d}{dt} h(x_{\text{FFP}}(t))$. Its coefficients are given by
\[ g_k = f_D \int_{-\frac{T_D}{2}}^{\frac{T_D}{2}} h(x_{\text{FFP}}(t)) e^{-i\omega_k t} \, dt \]
\[ = i\omega_k f_D \int_{-\frac{T_D}{2}}^{\frac{T_D}{2}} h(x_{\text{FFP}}(t)) e^{-i\omega_k t} \, dt, \] (14)
where $\omega_k = 2\pi f_k = 2\pi \frac{k}{T_D} = 2\pi k f_D$ with $T_D$ being the duration of one period of the FFP over the whole trajectory.

The convolution in (13) is equivalent to a multiplication in Fourier space for each vector component:
\[ \hat{h}(\omega_x) = \hat{c}(\omega_x) \frac{1}{\det(\beta G)} \mathcal{L}\left( \frac{G^{-1} \omega_x}{\beta} \right). \] (15)

A formal proof of this has to be performed within the distribution theory. As $c(x)$ has a bounded support, is in $L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$, and the locally integrable function $\mathcal{L}(x)$ is in $L^\infty(\mathbb{R}^n)$, the integral in (13) exists and $h(x)$ is locally integrable. The latter makes it possible to define a distributional forward Fourier transform on $h(x)$, which is given by $\hat{h}(\omega_x)$ in (15).

Following the idea in [12], $h(x_{\text{FFP}}(t))$ is represented by the inverse Fourier transform along $\omega_x$:
\[ h(x_{\text{FFP}}(t)) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} \hat{h}(\omega_x) e^{i\omega_x^T x_{\text{FFP}}(t)} \, d\omega_x. \] (16)

Now, by substituting $t = \frac{x}{2\pi f_D}$ in (14), inserting (16), and changing the order of integration, we obtain
\[ g_k = \frac{i\omega_k}{(2\pi)^n} \int_{-\pi}^{\pi} h(x_{\text{FFP}}(z)) e^{-ik_z z} \, dz \]
\[ = \frac{i\omega_k}{(2\pi)^{n+1}} \int_{-\pi}^{\pi} \int_{\mathbb{R}^n} \hat{h}(\omega_x) e^{i\omega_x^T x_{\text{FFP}}(z)} \, d\omega_x \, e^{-ik_z z} \, dz \]
\[ = \frac{i\omega_k}{(2\pi)^n} \int_{\mathbb{R}^n} \hat{h}(\omega_x) \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i\omega_x^T x_{\text{FFP}}(z)} \, dz \right] \, d\omega_x \] (17)
The comparison of (17) with (10) and (11) confirms the theorem.

**IV. Fourier transform of the Langevin function and Bessel functions**

In this section, we provide results on the Fourier transforms of the Langevin function and some related functions which naturally occur in the MPI context. Readers who are mainly interested in MPI theory may skip most of this section and consider only the derived Fourier correspondences.

**IV.1. Transform of the Langevin function**

The expression for the Fourier transform of the Langevin function is derived on the basis of a series expansion for $\mathcal{L}(x)$ which is stated in the following lemma.

**Lemma 4.1.** The Langevin function $\mathcal{L} : \mathbb{R} \rightarrow \mathbb{R}$ has the uniformly converging series expansion
\[ \mathcal{L}(x) = \sum_{k=0}^{\infty} \frac{2x}{k^2 \pi^2 + x^2} = \frac{1}{\pi} \sum_{k=1}^{\infty} \left( \frac{1}{k \pi - i x} - \frac{1}{k \pi + i x} \right). \] (18)
Consequently, the normalized version \( \mathcal{L}_n : \mathbb{R} \to \mathbb{R} \) has the uniformly converging series expansion

\[
\mathcal{L}_n(x) = \sum_{k=1}^{\infty} \frac{2}{k^2 \pi^2 + x^2}.
\]  

(19)

The proofs of the uniform convergence are deferred to Appendix A.

**Theorem 4.2.** The one-dimensional Fourier transform of the normalized Langevin function \( \mathcal{L}_n : \mathbb{R} \to \mathbb{R} \) is given by

\[
\mathcal{F}[\mathcal{L}_n(x)] = -2\ln(1 - e^{-|\omega_x|}), \quad |\omega_x| > 0
\]

with \( \mathcal{F} \in L^1(\mathbb{R}) \).

**Proof.** From Lemma 4.1, we have

\[
\mathcal{F}[\mathcal{L}_n(x)] = \mathcal{F} \left[ \sum_{k=1}^{\infty} \frac{2}{k^2 \pi^2 + x^2} \right] = \sum_{k=1}^{\infty} \mathcal{F} \left[ \frac{2}{k^2 \pi^2 + x^2} \right].
\]

Using the fact that the Fourier transform of \( \frac{2}{k^2 \pi^2 + x^2} \) is given by

\[
\mathcal{F} \left[ \frac{2}{k^2 \pi^2 + x^2} \right] = \frac{2}{k} e^{-k\pi|\omega_x|}
\]

and that

\[
\sum_{k=1}^{\infty} \frac{1}{k} e^{-k} = -\ln \left( 1 - \frac{1}{e} \right) \text{ for } |z| > 1,
\]

we obtain

\[
L_n(\omega_x) = \sum_{k=1}^{\infty} \frac{2}{k} e^{-k\pi|\omega_x|} = -2\ln(1 - e^{-|\omega_x|}), \quad |\omega_x| > 0
\]

(20)

Next we show that \( L_n \) is in \( L^1(\mathbb{R}) \). Due to the singularity around \( \omega_x = 0 \) and the property that \( L_n(\omega_x) \) is symmetric and non-negative for all \( \omega_x \), the integration over \( |L_n| \) is performed by taking limits in the following form:

\[
\int_{-\infty}^{\infty} |L_n(\omega_x)| \, d\omega_x = 2 \lim_{\epsilon \to 0} \int_{\epsilon}^{\infty} L_n(\omega_x) \, d\omega_x.
\]

Using the series expansion in (20) and the fact that the series is convergent for all \( \omega_x > 0 \), the limit and the integration can be interchanged. We thus have

\[
\int_{-\infty}^{\infty} |L_n(\omega_x)| \, d\omega_x = 2 \lim_{\epsilon \to 0} \int_{\epsilon}^{\infty} \sum_{k=1}^{\infty} \frac{2}{k} e^{-k\pi|\omega_x|} \, d\omega_x
\]

\[
= 2 \lim_{\epsilon \to 0} \sum_{k=1}^{\infty} \int_{\epsilon}^{\infty} \frac{2}{k} e^{-k\pi|\omega_x|} \, d\omega_x
\]

\[
= 2 \lim_{\epsilon \to 0} \sum_{k=1}^{\infty} \int_{\epsilon}^{\infty} \frac{2}{k^2 \pi^2} e^{-k\pi|\omega_x|} \, d\omega_x
\]

\[
= 2 \sum_{k=1}^{\infty} \left( \frac{2}{k^2 \pi^2} e^{-k\pi\epsilon} - \frac{2}{k^2 \pi^2} e^{-k\pi\epsilon} \right)
\]

\[
= 2 \sum_{k=1}^{\infty} \frac{2}{k^2 \pi^2} < \infty.
\]

In the following, we extend the one-dimensional correspondence between \( \mathcal{L}_n(x) \) and \( \mathcal{F}[\mathcal{L}_n(x)] \) to higher dimensions. For this purpose it is helpful to introduce the terminology of radial functions. These provide a straightforward way to perform integration of a radial function in spherical coordinates.

**Definition.** A function \( f : \mathbb{R}^n \to \mathbb{C} \) is a radial (rotational invariant) function if there is a one-dimensional function \( F : \mathbb{R} \to \mathbb{C} \) such that

\[
f(x) = F(\|x\|).
\]

(22)

From this definition it is easy to conclude that the function \( \ell_n : \mathbb{R}^n \to \mathbb{R} \) with \( \ell_n(x) = \mathcal{L}_n(\|x\|) \) is a radial function.

**Lemma 4.3.** If \( f : \mathbb{R}^n \to \mathbb{C} \) with \( f(x) = F(\|x\|) \) is a radial function, then the following identity holds

\[
\int_{\mathbb{R}^n} F(\|x\|) \, dx = S_n - 1 \int_{0}^{\infty} F(r) r^{n-1} \, dr,
\]

(23)

where

\[
S_n = \frac{2 \pi^{\frac{n}{2}}}{\Gamma \left( \frac{n}{2} + 1 \right)}
\]

denotes the surface of the unit \((n-1)\)-dimensional sphere.

A proof can be found in [14].

**Theorem 4.4.** The three-dimensional Fourier transform of \( \ell_n : \mathbb{R}^3 \to \mathbb{R} \) with \( \ell_n(x) = \mathcal{L}_n(\|x\|) \) results in

\[
\mathcal{F}[\mathcal{L}_n(x)] = \Lambda_3(s) \quad \text{with} \quad s = \|\omega_x\|
\]

(24)

and

\[
\Lambda_3(s) = \frac{4 \pi^2}{s} \frac{1}{e^{2\pi s} - 1}.
\]

(25)

**Proof.** In [15, 16] a connection between different dimensionalities of the Fourier transform of a radial function was derived. Assuming that \( f_n(s) \) with \( s : \mathbb{R}^n \to \mathbb{R} \) and \( s(\|\omega_x\|) = \|\omega_x\| \) denotes the \( n \)-dimensional Fourier transform of a radial function \( f(r) \), then the \( n+2 \) dimensional Fourier transform can be calculated by

\[
f_{n+2}(s) = -2 \pi \mathcal{F}_n(s) s.
\]

Now using our result from Theorem 4.2 and setting \( \Lambda_3(s) = -2\ln(1 - e^{-\pi^2}) \) we obtain for the three-dimensional case

\[
\Lambda_3(s) = -2\pi \frac{2}{s} \Lambda'(s) = -2\pi \frac{2}{s} \frac{e^{-\pi^2}}{1-e^{-\pi^2}} = \frac{4 \pi^2}{s} \frac{1}{e^{\pi s} - 1}.
\]

This confirms (24) and (25).

Note that also a characterization of the two-dimensional Fourier transform of the normalized Langevin function is available. However, since the 2-D case has no closed-form solution and since this result is not needed to prove Theorem 4.4, it is deferred to Appendix E.
Lemma 4.5. The three-dimensional Fourier transform of the normalized Langevin function \( \mathcal{L}_n : \mathbb{R}^3 \rightarrow \mathbb{R} \) is in \( L^1(\mathbb{R}^3) \).

Proof. According to Lemma 4.3 for radial functions we have
\[
\int_{\mathbb{R}^3} |\mathcal{L}_n(\omega_x)| \, d\omega_x = 4\pi \int_0^{\infty} \Lambda_3(r)r^2 \, dr = 16\pi^3 \int_0^{\infty} \frac{r}{e^{r^2} - 1} \, dr.
\]
By performing the substitution \( s = \pi r \) and using just the definition of the product of the gamma function \( \Gamma(x) \) and the zeta function \( \zeta(x) \),
\[
\Gamma(x)\zeta(x) = \int_0^{\infty} \frac{t^{-x}}{e^t - 1} \, dt,
\]
we obtain
\[
\int_{\mathbb{R}^3} |\mathcal{L}_n(\omega_x)| \, d\omega_x = 16\pi^3 \int_0^{\infty} \frac{s}{e^s - 1} \, ds = 16\pi^3 (2) \zeta(2) = \frac{8\pi^3}{3} < \infty.
\]
\( \Box \)

The fact that \( \mathcal{L}_n(\omega_x) \in L^1(\mathbb{R}^3) \) means that there exists an inverse Fourier transform
\[
\mathcal{L}_n(\|x\|) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \mathcal{L}_n(\omega_x) e^{i\omega_x \cdot x} \, d\omega_x,
\]
where \( \mathcal{L}_n(\omega_x) = \Lambda_3(\|\omega_x\|) \). This also allows us to define a forward and inverse Fourier transform \( \mathcal{L}(\omega_x) \) for the \( n \)-dimensional Langevin function. The forward transform is formulated in the next theorem.

Theorem 4.6. The Fourier transform of \( \mathcal{L} : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is
\[
\mathcal{L}(\omega_x) = i\Lambda_n(\|\omega_x\|) \frac{\omega_x}{\|\omega_x\|},
\]
with \( \mathcal{L} : \mathbb{R}^n \rightarrow \mathbb{C}^n, \Lambda'_n(s) = \frac{d}{ds} \Lambda_n(s), \) and \( \Lambda_n : \mathbb{R}_+ \rightarrow \mathbb{R} \) denoting the \( n \)-dimensional Fourier transform of \( \mathcal{L}_n(\|x\|) \):
\[
\Lambda_n(\|\omega_x\|) = \mathcal{L}_n(\omega_x) = i\mathcal{F}[\mathcal{L}_n(\|x\|)].
\]

The function \( \Lambda_n(s) \) has been derived for different \( n \) in this work. For \( n = 1 \) it is given by \( \Lambda_1(s) = L_n(s) \) in (20), for \( n = 2 \) the result is shown in Appendix E in (106), and for \( n = 3 \) it is given by (25).

Proof. We start from the \( n \)-dimensional formulation of the Langevin function \( \mathcal{L}(x) \) in (3). Observing that it has the form \( \mathcal{L}_n(\|x\|)x \) and using the Fourier correspondence \( (-ix) f(x) \leftrightarrow \frac{d}{d\omega} \hat{f}(\omega) \) for a derivative in frequency domain leads to the correspondence
\[
\mathcal{L}(x) = \mathcal{L}_n(\|x\|)x \leftrightarrow i \nabla_\omega \hat{\mathcal{L}}_n(\omega_x),
\]
where \( \nabla_\omega = \left[ \frac{\partial}{\partial \omega_1}, \frac{\partial}{\partial \omega_2}, \ldots, \frac{\partial}{\partial \omega_n} \right]^T \) is the gradient operator with respect to \( \omega_x \). Considering that \( \hat{\mathcal{L}}_n(\omega_x) = \Lambda_n(\|\omega_x\|) \) and applying the chain-rule, the Fourier transform of \( \mathcal{L}(x) \) finally becomes
\[
\hat{\mathcal{L}}(\omega_x) = \mathcal{F}[\mathcal{L}(x)] = i \nabla_\omega \Lambda_n(\|\omega_x\|) \frac{\omega_x}{\|\omega_x\|},
\]
which proves (26).

Finally, the explicit expression for the Fourier transform of the three-dimensional Langevin function is given in the following corollary.

Corollary 4.7. The 3D Fourier transform of \( \mathcal{L} : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) is
\[
\hat{\mathcal{L}}(\omega_x) = -4\pi^3 (\pi \|\omega_x\| + 1) e^{\pi \|\omega_x\| - 1} \frac{\omega_x}{\|\omega_x\|}.
\]

Quite obviously, in a physical context, the Langevin function \( \mathcal{L}(x) \) has to be treated in a three-dimensional way due to the three-dimensional structure of SPIO distributions. However, it is not clear under which conditions \( \hat{\mathcal{L}}(\omega_x) \) may be used inside an argument of an inverse Fourier transform. To verify this, the following Lemma helps.

Lemma 4.8. Products of the form
\[
\omega_x^\ell \omega_y^m \omega_z^n \hat{\mathcal{L}}(\omega_x), \quad \ell, m, n \in \mathbb{N}_0,
\]
where \( \hat{\mathcal{L}} : \mathbb{R}^3 \rightarrow \mathbb{C}, \nu \in \{1, 2, 3\} \) are the components of \( \hat{\mathcal{L}}(\omega_x) \), are in \( L^1(\mathbb{R}^3) \) if \( \ell + m + n \geq 1 \).

The proof of this lemma, which is quite technical, is given in Appendix B. The important point about the lemma is that it shows that an inverse Fourier transform exists as soon as \( \hat{\mathcal{L}}(\omega_x) \) occurs in a product with a second function \( f(\omega_x) \) for which \( \frac{1}{\omega_x^\nu} f(\omega_x) \in L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3) \). Interestingly, Bessel functions of first kind with an order that is higher than zero are of this type. These functions naturally occur in Fourier-domain representations of the MPI measurement process.

IV.II. Fourier Transforms of Bessel functions

In this section, we present some essential results on Bessel functions that are needed for the frequency-domain representation of MPI. We start with the definition of the Bessel function of first kind in series form.

Definition. The Bessel function of first kind \( J_n : \mathbb{R} \rightarrow \mathbb{R} \) with order \( n \in \mathbb{Z} \) is defined as [13]
\[
J_n(\xi) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m! (m + n + 1)} \left( \frac{\xi}{2} \right)^{2m + n}.
\]
Lemma 4.9. The inverse Fourier transform of the Bessel function of first kind \( J_n(\omega) \) with order \( n \in \mathbb{Z} \) is

\[
\mathcal{F}^{-1}[J_n(\omega)](x) = \begin{cases} \frac{\nu T_n(x)}{\nu \sqrt{1-x^2}} & \text{for } |x| < 1 \\ 0 & \text{else,} \end{cases}
\] (30)

where \( T_n(x) \) denotes the \( n \)-th Chebyshev polynomial of the first kind, which can be written with trigonometric functions as [13]

\[
T_n(x) = \cos(n \arccos(x)), \quad |x| < 1.
\] (31)

The inverse Fourier transform of \( \frac{J_n(\omega)}{\omega} \) with order \( n \in \mathbb{Z} \) is

\[
\mathcal{F}^{-1}\left[ \frac{J_n(\omega)}{\omega} \right](x) = \frac{i^n}{\pi} V_n(x)
\] (32)

with

\[
V_n(x) = \begin{cases} \frac{\pi}{2} \left( \frac{T_n((x + 1)/2)}{\sqrt{1-x^2}} \right) & \text{if } |n| > 0 \\ \frac{\pi}{2} \sgn(n+1) - \frac{\pi}{2} \arccos(x) & \text{if } n = 0, \end{cases}
\]

where \( U_n(x) \) denotes the \( n \)-th Chebyshev polynomial of the second kind [13]:

\[
U_n(x) = \frac{\sin((n+1) \cdot \arccos(x))}{\sqrt{1-x^2}}, \quad |x| < 1.
\] (34)

Moreover, \( V_n(x) \) and \( T_n(x) \) have the mutual relationship

\[
d \frac{d V_n(x)}{dx} = \frac{\cos(n \arccos(x))}{\sqrt{1-x^2}}.
\] (35)

Proof. A proof for (30) can be found in the literature [17]. To prove (35) for \( n \geq 1 \), we simply take the derivative of \( \frac{d}{dx} V_n(x) \) with \( V_n(x) \) according to (33):

\[
\frac{d}{dx} V_n(x) = -\frac{d}{dx} \frac{\sin(n \cdot \arccos(x))}{n} = \frac{\cos(n \arccos(x))}{\sqrt{1-x^2}}.
\]

A comparison with (31) confirms (35) for \( n \geq 1 \). For \( n = 0 \) we have

\[
V_0(x) = \frac{\pi}{2} - \arccos(x) = \arcsin(x), \quad |x| < 1.
\]

Taking the derivative then results in

\[
\frac{d}{dx} V_0(x) = \frac{1}{\sqrt{1-x^2}} = \frac{T_0(x)}{\sqrt{1-x^2}}
\]

which confirms (35) for \( n = 0 \). Moreover, for \( |x| > 1 \) it is easy to verify that \( \frac{d}{dx} V_n(x) = 0 \).

It remains to show that (32) holds. Based on the Fourier correspondence in (30) and the property \( J_n(0) = 0 \), the Fourier integration theorem

\[
\int_{-\infty}^{\infty} f(\tau) d\tau \Longleftrightarrow \frac{1}{i\omega} F(\omega) \quad \text{if} \quad F(0) = 0
\]

yields

\[
\frac{i^n}{\pi} \int_{-\infty}^{\infty} \left( \frac{y}{2} \right)^n \frac{T_n(y)}{\sqrt{1-y^2}} dy \rightarrow \frac{1}{i\omega} J_n(\omega).
\]

Fortunately, we only have to show that

\[
g(x):= \frac{i^n}{\pi} \int_{-\infty}^{x} \left( \frac{y}{2} \right)^n \frac{T_n(y)}{\sqrt{1-y^2}} dy = \frac{i^n}{\pi} V_n(x).
\]

For \( x \in [0,1] \) we obtain

\[
g(x) = \frac{i^n}{\pi} V_n(x)\bigg|_{x=0}^{x=1} = \frac{i^n}{\pi} \left( V_n(x) - V_n(-1) \right) = \frac{i^n}{\pi} V_n(x).
\]

For \( x < -1 \) it holds that \( g(x) = 0 \). For \( x > 1 \), we have

\[
g(x) = \frac{i^n}{\pi} \int_{-\infty}^{x} \left( \frac{x}{2} \right)^n \frac{T_n(y)}{\sqrt{1-y^2}} dy
\]

\[
= \left[ \int_{-\infty}^{\infty} \left( \frac{x}{2} \right)^n \frac{T_n(y)}{\sqrt{1-y^2}} e^{i\omega x} dy \right]_{\omega=0}
\]

\[
= J_n(0) = 0.
\]

Overall, for \( n \geq 1 \) this validates that \( g(x) = \frac{i^n}{\pi} V_n(x) \). The case \( n = 0 \) is more involved and will be treated separately in Lemmas 4.12 and 4.13.

Corollary 4.10. The function \( \frac{J_n(\omega)}{\omega} \) is in \( L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) and the \( L^\infty \)-norm has an upper bound of

\[
\left\| \frac{J_n(\omega)}{\omega} \right\|_{L^\infty} \leq C \frac{1}{n^2}
\] (36)

with a constant \( C > 0 \) and \( n > 0 \).

Proof. The upper bound on the \( L^\infty \)-norm is shown in [18]. Thus, it remains to prove that \( \frac{J_n(\omega)}{\omega} \in L^1(\mathbb{R}) \). According to [19] we have

\[
|J_n(\omega)| \leq \min(1, b n^{-1}, c |\omega|^{-1})
\]

with constants \( b = 0.674885 \ldots \) and \( c = 0.7857468704 \ldots \). Observing that the function can be upper bounded by

\[
\left| \frac{J_n(\omega)}{\omega} \right| \leq \left( \frac{\omega}{2} \right)^n \left( 1 - \left( \frac{\omega}{2} \right)^n \right) \frac{1}{|\omega|^{n+1}}
\]

it holds that

\[
\int_{-\infty}^{\infty} \left| \frac{J_n(\omega)}{\omega} \right| d\omega \lesssim 2 + \int_{1}^{\infty} \frac{1}{|\omega|^{n+1}} d\omega
\]

\[
= 2 - \frac{2}{(n+1)|\omega|^{-n-1}} \big|_{1}^{\infty} = 8 < \infty.
\]

\( \square \)
IV.III. Product of Bessel function and Fourier transformed Langevin function

In this section a central result for the product of the Fourier transformed Langevin function with a Bessel function of first kind is given.

**Lemma 4.11.** The function

\[
I_{\nu}^{(1)}(\omega_x) = J_{\nu}(a_1 \omega_{x_1}) J_{\nu}(a_2 \omega_{x_2}) J_{\nu}(a_3 \omega_{x_3}) \mathcal{L}_{\nu}(\omega_x),
\]

where \(\mathcal{L}_{\nu}(\omega)\) denotes the components of \(\mathcal{L} : \mathbb{R}^3 \to \mathbb{C}^3\), and \(J_{\nu}(a_1 \omega_{x_1}), J_{\nu}(a_2 \omega_{x_2}), J_{\nu}(a_3 \omega_{x_3})\) are Bessel functions of first kind with at least one \(a_i \neq 0\), is in \(L^1(\mathbb{R}^3)\) if \(|\ell| + |m| + |n| \geq 1\). An upper bound for the \(L^1\)-norm is given by

\[
\|I_{\nu}^{(1)}\|_{L^1} \leq \frac{C}{(\max(1,|\ell|)\max(1,|m|)\max(1,|n|))^2}
\]

with \(C > 0\). Similarly, the bounds for the \(L^1\)-norms of

\[
I_{\nu}^{(2)}(\omega_x) = J_{\nu}(a_1 \omega_{x_1}) J_{\nu}(a_2 \omega_{x_2}) \mathcal{L}_{\nu}(\omega_x) = \left[I_{\nu}^{(1)}(\omega_x)\right]_{a_2 = 0, a_3 = 0}
\]

and

\[
I_{\nu}^{(3)}(\omega_x) = J_{\nu}(a_1 \omega_{x_1}) \mathcal{L}_{\nu}(\omega_x) = \left[I_{\nu}^{(1)}(\omega_x)\right]_{a_2 = a_3 = 0, m = n = 0}
\]

are given by (38) with the appropriate choice of \(n, m\).

**Proof.** We consider the function \(I_{\nu}^{(1)}(\omega_x)\) from (37). Firstly, we consider the case where \(|\ell| \geq 1\) and \(n = m = 0\) and define

\[
f(\omega_x) := \frac{J_{\nu}(a_1 \omega_{x_1})}{\omega_{x_1}} J_{\nu}(a_2 \omega_{x_2}) J_{\nu}(a_3 \omega_{x_3})
\]

\[
g(\omega_x) := \omega_{x_1} \omega_{x_2} \omega_{x_3} \mathcal{L}_{\nu}(\omega_x).
\]

Using Lemma 4.8, the norm of \(\|g\|_{L^1}\) is bounded by a constant \(c_0 < \infty\). From Corollary 4.10 and using \(\|J_{\nu}\|_{L^\infty} = 1\) we know that \(\|f\|_{L^\infty} \leq C_1/|\ell|^2\). The Hölder inequality then yields

\[
\|I_{\nu}^{(1)}\|_{L^1} = \|f \cdot g\|_{L^1} \leq \|f\|_{L^\infty} \|g\|_{L^1} \leq \frac{C_1}{|\ell|^2} c_1 < \infty.
\]

Secondly, we consider that \(|\ell| \geq 1, |m| \geq 1\) and \(n = 0\). Now, we can split the function \(I_{\nu}^{(2)}(\omega_x) = f(\omega_x) g(\omega_x)\) into

\[
f(\omega_x) := \frac{J_{\nu}(a_1 \omega_{x_1})}{\omega_{x_1}} J_{\nu}(a_2 \omega_{x_2}) J_{\nu}(a_3 \omega_{x_3})
\]

\[
g(\omega_x) := \omega_{x_1} \omega_{x_2} \mathcal{L}_{\nu}(\omega_x).
\]

Using Lemma 4.8, Corollary 4.10, and \(\|J_{\nu}\|_{L^\infty} = 1\) the Hölder inequality then yields

\[
\|I_{\nu}^{(2)}\|_{L^1} = \|f \cdot g\|_{L^1} \leq \|f\|_{L^\infty} \|g\|_{L^1} \leq \frac{C_2}{|\ell|^2 |m|^2} c_2 < \infty.
\]

Next, we assume that \(|\ell|, |m|, |n|\) are larger than zero. In this case we can split \(I_{\nu}^{(3)}(\omega_x) = f(\omega_x) g(\omega_x)\) into

\[
f(\omega_x) := \frac{J_{\nu}(a_1 \omega_{x_1})}{\omega_{x_1}} J_{\nu}(a_2 \omega_{x_2}) J_{\nu}(a_3 \omega_{x_3})
\]

\[
g(\omega_x) := \omega_{x_1} \omega_{x_2} \omega_{x_3} \mathcal{L}_{\nu}(\omega_x).
\]

Now, using Lemma 4.8 and Corollary 4.10 the Hölder inequality yields

\[
\|I_{\nu}^{(3)}\|_{L^1} = \|f \cdot g\|_{L^1} \leq \|f\|_{L^\infty} \|g\|_{L^1} \leq \frac{C_3}{|\ell|^2 |m|^2 |n|^2} c_3 < \infty.
\]

Expressions similar to (41), (42), and (43) can be derived for the other possible combinations of general \(\ell, n, m \in \mathbb{Z}\) with \(|\ell| + |m| + |n| \geq 1\). Altogether, these confirm (38) for all \(\ell, m, n \in \mathbb{Z}\).

Lemma 4.11 makes it possible to define the inverse Fourier Transform of products of \(\mathcal{L}_{\nu}(\omega_x)\) and Bessel functions of first kind, but first we state a Lemma that helps us to unify the notation.

**Lemma 4.12.** The convolution of a function \(F(x) \in L^\infty(\mathbb{R})\) that has the property \(\lim_{x \to \pm \infty} F(x) = \pm c \in \mathbb{R}\) with a scaled version of the function

\[
u_0(x) = \frac{d}{dx} V_0(x),
\]

where \(V_0(x)\) is defined in (33), yields

\[
\int_{-\infty}^{\infty} F(x - y) \frac{1}{|a|} V_0 \left( \frac{\alpha}{a} \right) dy = \int_{-\infty}^{\infty} f(x - y) \frac{\alpha}{|a|} V_0 \left( \frac{\alpha}{a} \right) dy, \quad \alpha \neq 0
\]

with \(f(x) = \frac{d}{dx} F(x)\).

The proof of this Lemma is deferred to Appendix C.

We now consider the inverse Fourier Transform of products of \(\mathcal{L}_{\nu}(\omega_x)\) and Bessel functions of first kind.

**Lemma 4.13.** The inverse Fourier transforms of products

\[
\mathcal{F}^{-1}\nu(\omega_x) := J_{\nu}(a_1 \omega_{x_1}) e^{-i \omega_{x_1} a_1} e^{-i \omega_{x_2} a_2} e^{-i \omega_{x_3} a_3} \mathcal{L}_{\nu}(\omega_x)
\]

\[
\mathcal{F}^{-1}\nu(\omega_x) := J_{\nu}(a_1 \omega_{x_1}) J_{\nu}(a_2 \omega_{x_2}) J_{\nu}(a_3 \omega_{x_3}) \mathcal{L}_{\nu}(\omega_x)
\]

\[
\mathcal{F}^{-1}\nu(\omega_x) := J_{\nu}(a_1 \omega_{x_1}) J_{\nu}(a_2 \omega_{x_2}) J_{\nu}(a_3 \omega_{x_3}) \mathcal{L}_{\nu}(\omega_x)
\]

of \(\mathcal{L}_{\nu} : \mathbb{R}^3 \to \mathbb{C}\) with the Bessel functions of first kind \(J_{\nu}(a_1 \omega_{x_1}), J_{\nu}(a_2 \omega_{x_2}),\) and \(J_{\nu}(a_3 \omega_{x_3})\) with \(a_1 \neq 0, c_2, c_3 \in \mathbb{R}\).
\( \mathbb{R} \) and \(|n| + |m| + |l| \geq 1 \) are given by

\[
\mathcal{F}^{-1}[\hat{a}^{\omega}_n(\omega_x)] = \frac{i^n}{\pi \text{sgn}(a_1)} \int_{\mathbb{R}} \left[ \frac{\partial^2}{\partial x_1 \partial x_2} \mathcal{L}_x (\beta G z) \right]_{z_1 = x_1 - u_1} \cdot V_n \left( \frac{u_1}{a_1} \right) \, du_1,
\]

(46)

and

\[
\mathcal{F}^{-1}[\hat{a}^{\omega}_m(\omega_x)] = \frac{(-1)^{m+l}}{\pi^3 \text{sgn}(a_1 a_2 a_3)} \int_{\mathbb{R}^3} \left[ \frac{\partial^3}{\partial x_1 \partial x_2 \partial x_3} \mathcal{L}_x (\beta G z) \right]_{z = x - u} \cdot V_n \left( \frac{u_1}{a_1} \right) V_m \left( \frac{u_2}{a_2} \right) V_l \left( \frac{u_3}{a_3} \right) \, du,
\]

(48)

respectively.

Proof. According to Lemma 4.9 with \(|n| \geq 1\) and the scaling theorem of the Fourier transform with \(a \neq 0\) we know that

\[
\mathcal{F}^{-1}[f_n(\omega_x)] = \frac{i^n}{\pi \text{sgn}(a_1)} V_n \left( \frac{x}{a} \right),
\]

\[
\mathcal{F}^{-1}[\omega_{x_1} \mathcal{L}_x (\beta G z)] = \frac{\omega_{x_1}}{\pi x_1} \left[ \mathcal{L}_x (\beta G x) \right],
\]

\[
\mathcal{F}^{-1}[\omega_{x_1} \omega_{x_2} \mathcal{L}_x (\beta G z)] = \frac{\omega_{x_1} \omega_{x_2}}{\pi x_1 x_2} \left[ \mathcal{L}_x (\beta G x) \right],
\]

\[
\mathcal{F}^{-1}[\omega_{x_1} \omega_{x_2} \omega_{x_3} \mathcal{L}_x (\beta G z)] = \frac{\omega_{x_1} \omega_{x_2} \omega_{x_3}}{\pi x_1 x_2 x_3} \left[ \mathcal{L}_x (\beta G x) \right].
\]

Moreover, we have the well-known relationship

\[
\mathcal{F}^{-1}[e^{-i \omega_0 x}] = \delta_0(x - c)
\]

with \(\delta_0(x)\) being the Dirac delta function. Now, using that a multiplication in Fourier domain is equivalent to a convolution in spatial domain we get (term by term) the results for \(a^{\omega}_n(x) = \mathcal{F}^{-1}[\hat{a}^{\omega}_n(\omega_x)]\), \(a^{\omega}_m(x) = \mathcal{F}^{-1}[\hat{a}^{\omega}_m(\omega_x)]\), and \(a^{\omega}_l(x) = \mathcal{F}^{-1}[\hat{a}^{\omega}_l(\omega_x)]\). These convolutions generally occur in all three dimensions. However, for \(a^{\omega}_n(x)\) and \(a^{\omega}_m(x)\), they effectively reduce to one- and two-dimensional ones, respectively, because the convolutions with Dirac delta distributions along the unused dimensions just result in phase shifts.

In case that either \(n, m\) or \(l\) is zero, we still have the Fourier correspondence

\[
\mathcal{F}^{-1}[f_0(\omega_x)] = \frac{1}{\pi |a_j|} \text{rect} \left( \frac{x_j}{a_j} \right) \frac{1}{\sqrt{1 - \left( \frac{x_j}{a_j} \right)^2}}
\]

with \(v_0(x) = \frac{a_j}{\pi} V(x)\) as defined by Lemma 4.9 and Lemma 4.12. For \(|n| |m| > 0\) and \(\ell = 0\), we have the following inverse Fourier transform for \(\hat{a}^{\omega}_n(\omega_x)\):

\[
a^{\omega}_n(x) = \frac{i^{n+m}}{\pi^3 \text{sgn}(a_1 a_2 a_3)} \int_{\mathbb{R}^3} \left[ \frac{\partial^3}{\partial x_1 \partial x_2 \partial x_3} \mathcal{L}_x (\beta G z) \right]_{z = x - u} \cdot V_n \left( \frac{u_1}{a_1} \right) V_m \left( \frac{u_2}{a_2} \right) V_l \left( \frac{u_3}{a_3} \right) \, du.
\]

Due to Lemma 4.8 we know that \(\omega_{x_1} \omega_{x_2} \mathcal{L}_x (\beta G z)\) is in \(L^1(\mathbb{R}^3)\). Therefore, the function \(\frac{i^{n+m}}{\pi^3 \pi x_1} \left[ \mathcal{L}_x (\beta G x) \right] \) vanishes as its argument goes to plus or minus infinity and, thus, it is in \(L^\infty(\mathbb{R}^3)\). This allows us to use Lemma 4.12, resulting in

\[
a^{\omega}_n(x) = \frac{i^{n+m}}{\pi^3 \text{sgn}(a_1 a_2 a_3)} \int_{\mathbb{R}^3} \left[ \frac{\partial^3}{\partial x_1 \partial x_2 \partial x_3} \mathcal{L}_x (\beta G z) \right]_{z = x - u} \cdot V_n \left( \frac{u_1}{a_1} \right) V_m \left( \frac{u_2}{a_2} \right) V_l \left( \frac{u_3}{a_3} \right) \, du.
\]

The expressions for \(a^{\omega}_n(x)\) and \(a^{\omega}_m(x)\) with other possible combinations of \(|n| + |m| + |l| \geq 1\) follow likewise. For \(a^{\omega}_l(x)\) the case \(n = 0\) is not needed.

V. Fourier representation for a one-dimensional trajectory

For a one-dimensional excitation with a three-dimensional SPIO distribution, a closed-form representation of the temporal Fourier series coefficients has been derived in [2]. This commonly known result can also be deduced from Theorem 3.1 in the article. In addition to the known relationships, we will introduce a
spatial Fourier transform version $s_k(\omega x)$ of $s_k(x)$ in the following.

**Definition.** Let $f_x$ be an arbitrary excitation frequency of our MPI scanner. The drive field along the $x$-axis then has the form

$$H^D(t) = \begin{pmatrix} -A_x \sin(\omega_x t + \varphi_x) \\ -c_y \\ -c_z \end{pmatrix},$$

where $\omega_x = 2\pi f_x$ denotes the angular frequency, $A_x$ is the amplitude, $\varphi_x \in [0, 2\pi)$ is a phase offset and $c_y, c_z \in \mathbb{R}$ are time independent drive-field offsets. The homogeneous selection field $H^3(x) = Gx$ of the MPI scanner is, without loss of generality, assumed to be diagonal:

$$G = \begin{pmatrix} G_x & 0 & 0 \\ 0 & G_y & 0 \\ 0 & 0 & G_z \end{pmatrix}.$$

According to the Maxwell equations the magnetic field fulfills $G_x + G_y + G_z = 0$.

The position of the FFP is given by

$$x_{\text{FFF}}(t) = -G^{-1}H^D(t)$$

and has the period length $T_D = \frac{1}{f_D}$ and, consequently, $f_D = f_x$. With this information we can now formulate the Fourier representation for MPI with a one-dimensional trajectory in a theorem.

**Theorem 5.1.** The Fourier series coefficients $s_k : \mathbb{R}^3 \rightarrow \mathbb{C}^3$ of the MPI system function for a one-dimensional FFP-trajectory and $k \in \mathbb{Z}[0]$ can be expressed in terms of products of $V_\ell : \mathbb{R} \rightarrow \mathbb{C}$ convolved along the spatial dimensions with the spatial derivative of the Langevin function $\mathcal{L} : \mathbb{R}^3 \rightarrow \mathbb{C}^3$ by

$$s_k(x) = \left| \frac{(-i)^{k+1} \omega_x e^{i\varphi_x k}}{\text{sgn}(G_x)} \right| \delta_k(\omega x)
\int_{\mathbb{R}} \frac{\partial}{\partial z_1} \left[ \mathcal{L} \left( \xi \left( z_2 - \frac{c_y}{A_x} u_1 \right) \right) \right] V_\ell \left( \frac{G_x}{A_x} u_1 \right) du_1,$$

with

$$V_n(x) = \text{rect} \left( \frac{x}{2} \right) \left( \frac{U_{n-1}(x) \sqrt{1 - x^2}}{|n|} \right), \quad |n| > 0$$

and $U_{n-1}(x)$ being the Chebyshev polynomial of second kind and order $n-1$.

Equivalently, the spatial Fourier domain representation of $s_k(x)$ is given by

$$s_k(\omega x) = \left| \frac{(-i)^{k+1} i \omega x e^{i\varphi_x k}}{|\text{det}(\beta G)|} \right| \mathcal{L} \left( \frac{G^{-T} \omega x}{\beta} \right),$$

$$J_k \left( \frac{\omega x}{G_x} \right) e^{-i\omega x} e^{-i\omega x},$$

where $J_n(x)$ denotes the $n$-th Bessel function of first kind and $\mathcal{L} : \mathbb{R}^3 \rightarrow \mathbb{C}^3$ reads

$$\mathcal{L}(\omega x) = -4\pi^2 \left( \frac{\|\omega x\|}{\|\omega x\|^2 (e^{\|\omega x\|} - 1)^2} \right) \|\omega x\| - 1 \omega x.$$

For $k = 0$ it holds that $s_k(x) = 0$ and $s_k(\omega x) = 0$.

**Proof of Theorem 5.1.** Firstly, observe that

$$x_{\text{FFF}} \left( \frac{z}{2\pi f_D} \right) = \left( \frac{\omega x}{G_x} \right) \left( \frac{\omega x}{G_y} \right) \left( \frac{\omega x}{G_z} \right).$$

To compute the mapping function $P(\omega x, k)$ defined in (11),

$$P(\omega x, k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i\omega x \cdot \xi_{x,y,z}(\xi_{x,y,z})} e^{-i\alpha x} dz$$

we rewrite the term $e^{i\omega x \cdot \xi_{x,y,z}(\xi_{x,y,z})}$ as

$$e^{i\omega x \cdot \xi_{x,y,z}(\xi_{x,y,z})} = e^{i\omega x \cdot \xi_{x,y,z}(\xi_{x,y,z})} e^{i\omega x \cdot \xi_{x,y,z}(\xi_{x,y,z})}$$

and by using the Jacobi-Anger expansion [21]

$$e^{i\alpha \sin(\theta)} = \sum_{n=-\infty}^{\infty} J_n(\alpha) e^{-i\theta n},$$

Inserting (57) into (56), reordering the terms, and carrying out the integration yields

$$P(\omega x, k) = \sum_{n=-\infty}^{\infty} e^{i\alpha \cdot \xi_{x,y,z}(\xi_{x,y,z})} J_n(\omega x \cdot \xi_{x,y,z}(\xi_{x,y,z})) e^{i\omega x \cdot \xi_{x,y,z}(\xi_{x,y,z})}$$

where

$$\delta_{n(k)} = \begin{cases} 1 & \text{if } k = n \\ 0 & \text{otherwise} \end{cases}$$

denotes the Kronecker delta.

We now consider $g_k$ from (10) with $h(\omega x)$ from (12):

$$g_k = \frac{i\omega x}{(2\pi)^2} \int_{\mathbb{R}^3} \frac{\partial}{\partial \beta \left( \mathcal{L} \right) \left( \frac{G^{-T} \omega x}{\beta} \right) P(\omega x, k) d\omega x}.$$

Inserting $P(\omega x, k)$ from (58) into (59) and comparing the obtained expression with (54) under use of $\mathcal{L}(-\omega x) = -\mathcal{L}(\omega x)$ and $J_1(-\omega) = (-1)^k J_1(\omega)$ yields
\[
g_k = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \hat{c}(\omega x) \hat{s}_k(-\omega x) \, d\omega x = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \hat{c}(\omega x) \hat{s}_k(\omega x) \, d\omega x. \tag{60}
\]

Now, by using that $c(x)$ is real-valued and that its Fourier transform has the conjugate symmetry $\hat{c}(\omega x) = \hat{c}^\ast(\omega x)$, we can apply Parseval’s theorem to obtain the original relationship (9):
\[
g_k = \int_{\mathbb{R}^3} c(x) s_k(x) \, dx. \tag{61}
\]

This proves that $\hat{s}_k(\omega x)$ according to (54) is the spatial-frequency representation of $s_k(x)$. Using Lemma 4.13 and observing that the expression in $\hat{a}^{\mu \nu}_n(\omega x)$ is equivalent to (54) up to a factor, we get $s_k(x)$ according to (52) as the inverse Fourier transform of (54), which was to be proven.

\[
\square
\]

VI. Fourier representation for two-dimensional Lissajous trajectories

Definition. To define the trajectory, let $N_\parallel \in \mathbb{N}$ be a frequency divider with $N_\parallel \geq 2$ and $f_\parallel$ an arbitrary basis frequency of our MPI scanner. Then the excitation frequencies for the two-dimensional Lissajous FFP-trajectory are given by $f_x = \frac{f}{N_\parallel}$ and $f_y = \frac{f}{N_\parallel-1}$. The corresponding angular frequencies are $\omega_x = 2\pi f_x$ and $\omega_y = 2\pi f_y$, respectively. The 2D drive field can be expressed as
\[
H^0(t) = \begin{pmatrix} -A_x \sin(\omega_x t + \varphi_x) \\ -A_y \sin(\omega_y t + \varphi_y) \\ -c_z \end{pmatrix}, \tag{62}
\]

where $A_x, A_y \in \mathbb{R}$ denote the drive-field amplitudes, $\varphi_x, \varphi_y \in [0, 2\pi]$ are the phase offsets, and $c_z \in \mathbb{R}$ is a time-independent drive-field offset in the third dimension. The homogeneous selection field $H^G(x) = G x$ of the MPI scanner has a gradient matrix $G \in \mathbb{R}^{3 \times 3}$ as in (50).

Similar to (51) the position of the FFP is given by
\[
x_{\text{FFP}}(t) = -G^{-1} H^0(t), \tag{63}
\]

where the trajectory is periodic with period length
\[
T_D = \frac{1}{f_\parallel} = \frac{N_\parallel(N_\parallel-1)}{f_\parallel}. \tag{64}
\]

A direct expression for the series coefficients of the MPI system function is given in the following Theorem.

Theorem 6.1. The Fourier series coefficients $s_k : \mathbb{R}^3 \to \mathbb{C}^3$ of the MPI system function for a two-dimensional Lissajous FFP-trajectory with the phase offsets $\varphi_x = \varphi_y = 0$ and $k \in \mathbb{Z} \setminus \{0\}$ can be expressed in terms of tensor products of $V_l : \mathbb{R} \to \mathbb{R}$ convolved along each spatial dimension with the spatial derivative of the Langevin function $\mathcal{L} : \mathbb{R}^3 \to \mathbb{R}^3$ by
\[
s_k[x] = \sum_{l \in \mathbb{Z}} \frac{(-1)^k \omega_k}{\pi^2} \frac{\text{sgn}(A_x A_y)}{\text{sgn}(G_x G_y)} \int_{\mathbb{R}^3} \left[ \frac{\partial^2}{\partial z_1 \partial z_2} \mathcal{L} \left( \begin{array}{c} \beta G  \\
\beta G \\
\end{array} \right) \right] \, dz_1 \, dz_2,
\]

where
\[
V_n(x) = \begin{cases} \text{rect} \left( \frac{x}{2} \right) \left( \frac{U_{n-1}(x) \Gamma(1-n)}{|n|} \right) & \text{if } |n| > 0 \\
\frac{1}{\pi} \frac{\text{sgn}(x+1)}{\text{arcos}(x)} - \text{rect} \left( \frac{x}{2} \right) & \text{if } n = 0
\end{cases}
\]

and $U_{n-1}(x)$ denotes the Chebyshev polynomial of second kind and order $n-1$.

Equivalently, the spatial Fourier domain representation of $s_k(x)$ can be expressed as
\[
\hat{s}_k(\omega_x) = \sum_{\lambda = -\infty}^{\infty} \frac{(-1)^{k+1} \omega_k}{|\det(\beta G)|} \mathcal{L} \left( \begin{array}{c} \frac{G_x}{\beta} \\
\frac{G_y}{\beta} \\
\end{array} \right) e^{-i\omega_x \frac{\pi}{2}},
\]

where $J_{n}(x)$ denotes the $n$-th Bessel function of first kind and $\mathcal{L} : \mathbb{R}^3 \to \mathbb{C}^3$ is given by
\[
\mathcal{L}(\omega x) = -4\pi^2 \frac{1}{|\omega x||1 + e^{i\pi|\omega x|} - 1|} e^{-i\pi|\omega x|} \frac{1}{2} \omega x \tag{67}
\]

For $k=0$ it holds that $s_0(x) = 0$ and $\hat{s}_0(\omega x) = 0$.

We give the proof of this theorem in several steps. First, we derive an expression for the mapping function $P(\omega x, k)$ introduced in (11) for the special case of a two-dimensional FFP-Lissajous trajectory. The result is given in the following Lemma.

Lemma 6.2. The mapping function $P : \mathbb{R}^3 \times \mathbb{Z} \to \mathbb{C}$ for the two-dimensional FFP-Lissajous trajectory $x_{\text{FFP}} : \mathbb{R} \to \mathbb{R}^3$ in Theorem 3.1 is given by
\[
P(\omega x, k) = \sum_{n \in \mathbb{Z}} \left[ e^{i\pi n \varphi_x + \pi \pi} \right] \left( \begin{array}{c} \omega_x A_x G_x \\
\omega_y A_y G_y \\
\end{array} \right) J_{n} \left( \frac{\omega_x A_x G_x}{\beta} \right) J_{n} \left( \frac{\omega_y A_y G_y}{\beta} \right) \tag{68}
\]

Proof. To confirm (68), we consider $P(\omega x, k)$ according to (11),
\[
P(\omega x, k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i\omega x \cdot x_{\text{FFP}}(\pi \pi)} e^{-ikz} \, dz \tag{69}
\]
and insert the particular Lissajous trajectory. For the position of the FFP it turns out that
\[
x_{\text{FFP}} \left( \frac{z}{2\pi f_D} \right) = \begin{cases} 
\frac{\Lambda_1}{r_1} \sin \left( \frac{\omega_f}{r_1} z + \varphi_x \right) \\
\frac{\Lambda_2}{r_2} \sin \left( \frac{\omega_f}{r_2} z + \varphi_y \right) \\
\frac{\Lambda_3}{r_3} \sin \left( (N_D - 1)z + \varphi_x \right) \end{cases}
= \begin{cases} 
\frac{\Lambda_1}{r_1} \sin \left( N_D z + \varphi_y \right) \\
\frac{\Lambda_2}{r_2} \sin \left( N_D z + \varphi_y \right) \end{cases}.
\]

Using the Jacobi-Anger expansion [21]
\[
e^{iz \sin(\theta)} = \sum_{n=-\infty}^{\infty} J_n(z) e^{i n \theta},
\]
we can reformulate the term to be integrated as
\[
e^{i\omega_k \pi r_F (\pi \rho)} e^{-ikz} = e^{i\omega_k \pi r_F (\pi \rho)} e^{-ikz} = \sum_{n=-\infty}^{\infty} e^{i n \varphi_x} J_n \left( \omega \right) \left( \frac{A_x}{G_x} \right) e^{i n(N_D - 1)z} = \sum_{n=-\infty}^{\infty} \sum_{n'=-\infty}^{\infty} e^{i n \varphi_x + (n') \varphi_y} J_n \left( \omega \xi \right) \left( \frac{A_x}{G_x} \right) e^{i n(N_D - 1)z} \right) e^{i n \varphi_y} \frac{\pi}{r_F}.
\]

With this, (69) yields
\[
P(\omega_x, k) = \sum_{n, \varphi_x, \varphi_y} \left[ e^{i n \varphi_x + (n') \varphi_y} J_n \left( \omega \xi \right) \left( \frac{A_x}{G_x} \right) \right] e^{i n(N_D - 1)z} \right) e^{i n \varphi_y} \frac{\pi}{r_F}.
\]

In particular, for \(\varphi_x = \varphi_y = 0\), which should be chosen, we obtain
\[
P(\omega_x, k) = \sum_{n, \varphi_x, \varphi_y} \left[ J_n \left( \omega \xi \right) \left( \frac{A_x}{G_x} \right) \right] e^{i n \varphi_y} \frac{\pi}{r_F}.
\]

The next Lemma helps us to remove the double sum in the mapping function \(P(\omega_x, k)\).

**Lemma 6.3.** The constraint
\[
n(N_D - 1) + \ell N_B = k
\]
with \(n, \ell, k \in \mathbb{Z}\) is fulfilled for the following line equation
\[
\left( \begin{array}{c} n \\ \ell \end{array} \right) = \left( \begin{array}{c} -k \\ k \end{array} \right) + \lambda \left( \begin{array}{c} N_D \\ 1 - N_B \end{array} \right),
\]
with \(\lambda \in \mathbb{Z}\).

**Proof.** To prove the lemma, we insert (71) into (70). This yields
\[
n(N_D - 1) + \ell N_B = (-k + \lambda N_B)(N_D - 1) + (k - \lambda(N_B - 1))N_B = -k(N_B - 1) + kN_B + \lambda N_B(N_D - 1) - \lambda(N_B - 1)N_B = k.
\]

Assuming \(N_B \geq 2, N_B \in \mathbb{N}\), we need to show that only \(\lambda \in \mathbb{Z}\) guarantees that \(n, \ell \in \mathbb{Z}\). For this, we consider \(\lambda \in \mathbb{R}\) with \(\lambda = \hat{\lambda} + \beta\), \(\beta \in [0, 1]\) such that \(\hat{\lambda}, n, \ell \in \mathbb{Z}\). Then the following two constraints have to hold
\[
n = -k + \tilde{\lambda} N_B + \beta N_B \in \mathbb{Z}, \text{ and } \ell = k - \tilde{\lambda}(N_B - 1) - \beta(N_B - 1) \in \mathbb{Z}.
\]

By adding up both constraints we get
\[
n + \ell = \hat{\lambda} + \beta \in \mathbb{Z}.
\]

For \(n, \ell, \hat{\lambda} \in \mathbb{Z}\) only \(\beta = 0\) and \(\beta = 1\) are valid solutions, confirming that \(\hat{\lambda} \in \mathbb{Z}\). \qed

Based on Lemma 6.3 the expression for \(P(\omega_x, k)\) in Lemma 6.2 can be rewritten in a simplified form:

**Corollary 6.4.** The mapping function \(P : \mathbb{R}^3 \times \mathbb{Z} \to C\) for the two-dimensional FFP-Lissajous trajectory \(x_{\text{FFP}} : \mathbb{R} \to \mathbb{R}^3\) is for \(\varphi_x = \varphi_y = 0\) simplified to
\[
P(\omega_x, k) = \left( \sum_{k=0}^{\infty} J_{k-\alpha_N} \left( \omega \xi \right) \left( \frac{A_x}{G_x} \right) J_k(\omega \xi) \left( \frac{A_y}{G_y} \right) \right) e^{i\omega_k \pi} \frac{\pi}{r_F}.
\]

(72)

We now turn to the frequency representation of the 3D MPI system equation with two-dimensional excitation. With the same arguments as in the proof of Theorem 5.1 in (59), (60), (61) and additionally using \((-1)^{-k+\alpha_N}\) \((-1)^{-k-\alpha_N}\) = \((-1)^k\), the 3D system function in Fourier space is given by (66).

We now need to show that the components of \(\delta_{k}(\omega_x)\), denoted as \(\delta_{k}(\omega_x)\), are in \(L^1(\mathbb{R}^3)\). For this, we make use of Lemma 4.11 and assume that \(|k| > 0\). The estimate in (38) is scale invariant with respect to \(G^{-1}, \beta, \frac{A_x}{r_1}, \frac{A_y}{r_2}, \frac{A_z}{r_3}\). Additional all factors can
be combined into constants $C_1 > 0$ and $C_2 > 0$. Using $\|e^{-i\omega_x x}\|_{L^\infty} = 1$ it can be shown that

$$
\|\delta_k\|_{L^1} \leq C_1 \sum_{k \in \mathbb{Z}} \left( \int_{\mathbb{R}^3} |e^{i\omega_x x} f_{-k+\lambda N_y} f_{-k-\lambda(N_y-1)}| d\omega_x \right) \leq C_2 \sum_{k \in \mathbb{Z}} \frac{1}{\max(1,|k-\lambda N_y|^2) \max(1,|k-\lambda(N_y-1)|^2)} < \infty.
$$

We used that for $|k| > 0$ there is no $\lambda \in \mathbb{Z}$ such that $-k + \lambda N_y = 0$ and $-k - \lambda(N_y-1) = 0$. For $k = 0$, by arguments that the measured voltage signal is zero mean, we may set $s_0(x) = 0$ and $s_1(x) = 0$. This shows that the series is well defined and that the system function $\delta_k(\omega_x)$ is in $L^1(\mathbb{R}^3)$, which makes it possible to define the inverse Fourier transform.

Observing, that the terms in the series expansion (66) are similar to $\hat{a}_n(\omega_x)$ in Lemma 4.13 up to factors $(-1)^{k+1} \omega_x$ and using that the Fourier transform is a linear operator, we can perform the inverse Fourier transform of $\delta_k(\omega_x)$ and calculate

$$
s_k(x) = \sum_{k \in \mathbb{Z}} \frac{(-i)^{k+1} \omega_x}{\pi^2} \text{sgn}(A_x A_y) \cdot \int_{\mathbb{R}^2} \frac{\dot{\mathcal{L}}}{\partial z_1 \partial z_2} \left( \beta G \left( \frac{z_1}{x_3 - \frac{c_y}{2}} \right) \right) \bigg|_{z_1 = x_1 - u_1} \bigg|_{z_2 = x_2 - u_2} V_{-k+\lambda N_y} \left( \frac{G_x}{A_x} u_1 \right) \cdot V_{-k-\lambda(N_y-1)} \left( \frac{G_y}{A_y} u_2 \right) du_1 du_2.
$$

This finally confirms (64), and the proof of Theorem 6.1 is finished. Note that, from a mathematical point of view, $c_z = 0$ is a useful choice.

VII. Fourier representation for three-dimensional Lissajous trajectories

We start with the definition of three-dimensional Lissajous FFP trajectories:

**Definition.** Let $N_y \in \mathbb{N}$ be a frequency divider with $N_y \geq 2$ and let $f_{\beta}$ be an arbitrary basis frequency of our MPI scanner. Then the excitation frequencies are chosen in such a way that $f_x = \frac{f_{\beta}}{N_y}$, $f_y = \frac{f_{\beta}}{N_y - 1}$, and $f_z = \frac{f_{\beta}}{N_y - 1}$. The drive field then has the form

$$
H^\beta(t) = \left( \begin{array}{l}
-A_x \sin(\omega_x t + \varphi_x) \\
-A_y \sin(\omega_y t + \varphi_y) \\
-A_z \sin(\omega_z t + \varphi_z)
\end{array} \right),
$$

where $\omega_{x,y,z} = 2 \pi f_{x,y,z}$ denote the angular frequencies, $A_x, A_y, A_z$ are the amplitudes, and $\varphi_x, \varphi_y, \varphi_z$ are the phase shifts. The homogeneous selection field $H^\beta(x) = G x$ of the MPI scanner has a gradient matrix $G \in \mathbb{R}^{3 \times 3}$ as in (50).

Similar to (61) and (63), the position of the FFP is given by

$$
x_{\text{FFP}}(t) = -G^{-1} H^\beta(t),
$$

where the position of the FFP $x_{\text{FFP}}(t)$ now has the period length

$$
T_0 = \begin{cases} 
\frac{(N_y + 1)N_y(N_y - 1)}{f_{\beta}} & \text{for } N_y \text{ even} \\
\frac{(N_y + 1)N_y(N_y - 1)}{2f_{\beta}} & \text{for } N_y \text{ odd}. 
\end{cases}
$$

Next, we introduce some auxiliary parameters that help us to obtain compact expressions, because the number of parameters is growing dramatically in the three-dimensional case.

**Definition.** Let

$$
n(k, \lambda_1, \lambda_2) = \begin{cases} 
(\lambda_1 + 2\lambda_2)N_y - k & \text{if } N_y \text{ even, } k \text{ even,} \\
(\lambda_1 + 2\lambda_2 + 1)N_y - k & \text{if } N_y \text{ even, } k \text{ odd,} \\
(\lambda_1 + \lambda_2)N_y - 2k & \text{if } N_y \text{ odd,}
\end{cases}
$$

$$
m(k, \lambda_1, \lambda_2) = \begin{cases} 
\frac{k}{2} - (\lambda_1 + \lambda_2)(N_y - 1) & \text{if } N_y \text{ even, } k \text{ even,} \\
\frac{k}{2} - (\lambda_1 + \lambda_2 + \frac{1}{2})(N_y - 1) & \text{if } N_y \text{ even, } k \text{ odd,} \\
k - (\lambda_1 + \frac{1}{2})(N_y - 1) & \text{if } N_y \text{ odd,}
\end{cases}
$$

$$
\ell(k, \lambda_2) = \begin{cases} 
\frac{k}{2} - \lambda_2(N_y + 1) & \text{if } N_y \text{ even, } k \text{ even,} \\
\frac{k}{2} - (\lambda_2 + \frac{1}{2})(N_y + 1) & \text{if } N_y \text{ even, } k \text{ odd,} \\
k - \lambda_2(N_y + 1) & \text{if } N_y \text{ odd.}
\end{cases}
$$

Given the above definitions, we can now formulate the following theorem for three-dimensional Lissajous FFP trajectory based MPI:

**Theorem 7.1.** The Fourier series coefficients $s_k : \mathbb{R}^3 \to \mathbb{C}^3$ of the MPI system function for a three-dimensional Lissajous FFP-trajectory with the phase offsets $\varphi_x = \varphi_y = \varphi_z = 0$ and $k \in \mathbb{Z}\setminus\{0\}$ can be expressed in terms of tensor products of $V'_x : \mathbb{R} \to \mathbb{R}$ convolved along the spatial dimensions with the spatial derivative of the Langevin equation.
\[ \mathcal{L} : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \] by
\[ s_k(x) = \sum_{\lambda_1, \lambda_2 \in \mathbb{Z}} \frac{(-1)^{1 + \lambda_2} \lambda_1}{\pi^3} \text{sgn}(A_x A_y A_z) \begin{bmatrix} \frac{\partial^3}{\partial z_1 \partial z_2 \partial z_3} \mathbf{L} \left( \beta G_z z_1, \beta G_y z_2, \beta G_z z_3 \right) \end{bmatrix}_{|z_1 = x_1 - u_1, z_2 = x_2 - u_2, z_3 = x_3 - u_3} \]
\[ \cdot V_{n(k, \lambda_1, \lambda_2)} \left( \frac{G_z}{A_x} u_1 \right) V_{m(k, \lambda_1, \lambda_2)} \left( \frac{G_y}{A_y} u_2 \right) \]
\[ \cdot V_{l(k, \lambda_2)} \left( \frac{G_z}{A_x} u_1 \right) du. \]  
(76)

where
\[ V_n(x) = \begin{cases} \text{rect} \left( \frac{x}{\pi} \right) \left( \frac{U_{n-1}(x)}{n} \right) & \text{if } |n| > 0 \\ \frac{\pi}{2} \text{sgn}(x + 1) - \text{rect} \left( \frac{x}{\pi} \right) \arccos(x) & \text{if } n = 0 \end{cases} \]
and \( U_{n-1}(x) \) denotes the Chebyshev polynomial of second kind and order \( n - 1 \).

Equivalently, the spatial Fourier domain representation of \( s_k(x) \) can be expressed by
\[ \hat{s}_k(\omega) = \sum_{\lambda_1, \lambda_2 \in \mathbb{Z}} \frac{(-1)^{1 + \lambda_2} \lambda_1}{|\det(\mathbf{B})|} \mathcal{L} \left( \frac{\omega}{\mathbf{B}} \right) \cdot \mathcal{J}_{n(k, \lambda_1, \lambda_2)} \left( \frac{\omega}{\mathbf{G}_x} \right) \mathcal{J}_{m(k, \lambda_1, \lambda_2)} \left( \frac{\omega}{\mathbf{G}_y} \right) \mathcal{J}_{l(k, \lambda_2)} \left( \frac{\omega}{\mathbf{G}_z} \right). \]  
(78)

where \( \mathcal{J}_n(\omega) \) denotes the \( n \)-th Bessel function of first kind and \( \hat{\mathcal{L}} : \mathbb{R}^3 \rightarrow \mathbb{C}^3 \) is given by
\[ \hat{\mathcal{L}}(\omega) = -4\pi^2 \left( \pi \|\omega_x\| + 1 \right) \exp(\|\omega_x\|^2) - 1 \frac{\omega_x}{\|\omega_x\|^2} \frac{\omega_x}{\|\omega_x\|^2}. \]  
(79)

For \( k = 0 \) it holds that \( s_0(x) = 0 \) and \( \hat{s}_0(\omega_x) = 0 \).

The proof of the above theorem is given in several steps. First, we state the manifold constraint on variables \( m, n, l, k, N_B, \lambda_1, \lambda_2, \) and then we derive the mapping function \( \mathcal{P}(\omega_x, k) \).

**Lemma 7.2.** In three dimensional MIP there are two different manifold constraints, depending on \( N_B \in \mathbb{N} \) and \( k \in \mathbb{Z} \) for \( n, m, l \in \mathbb{Z} \) with \( \lambda_1, \lambda_2 \in \mathbb{Z} \).

1. If \( N_B \) is even, the constraint
\[ k = (N_B + 1)(N_B - 1)n + N_B(N_B + 1)m + N_B(N_B - 1)l \]
is fulfilled for \( k \) even by the line equation
\[ \left( \begin{array}{c} n \\ m \\ l \end{array} \right) = \left( \begin{array}{c} -k \\ k \frac{N_B}{k} \\ \frac{N_B}{k} \end{array} \right) + \lambda_1 \left( \begin{array}{c} -N_B - 1 \\ 0 \\ -(N_B - 1) \end{array} \right) + \lambda_2 \left( \begin{array}{c} 2N_B \\ -(N_B - 1) \\ -(N_B + 1) \end{array} \right), \]  
(80)

and for \( k \) odd we have
\[ \left( \begin{array}{c} n \\ m \\ l \end{array} \right) = \left( \begin{array}{c} -k \\ k \frac{N_B}{k} \\ \frac{N_B}{k} \end{array} \right) + \lambda_1 \left( \begin{array}{c} -N_B - 1 \\ 0 \\ -(N_B - 1) \end{array} \right) + \lambda_2 \left( \begin{array}{c} 2N_B \\ -(N_B - 1) \\ -(N_B + 1) \end{array} \right). \]  
(81)

2. If \( N_B \) is odd, the constraint
\[ 2k = (N_B + 1)(N_B - 1)n + N_B(N_B + 1)m + N_B(N_B - 1)l \]
is fulfilled by
\[ \left( \begin{array}{c} n \\ m \\ l \end{array} \right) = \left( \begin{array}{c} -2k \\ k \frac{N_B}{k} \\ \frac{N_B}{k} \end{array} \right) + \lambda_1 \left( \begin{array}{c} -N_B - 1 \\ 0 \\ -(N_B - 1) \end{array} \right) + \lambda_2 \left( \begin{array}{c} 2N_B \\ -(N_B - 1) \\ -(N_B + 1) \end{array} \right). \]  
(82)

Because the proof is quite technical and long, the reader is directed to Appendix D for the proof.

**Lemma 7.3.** The mapping function \( \mathcal{P} : \mathbb{R}^3 \times \mathbb{Z} \rightarrow \mathbb{C} \) for the three-dimensional FFP-Lissajous trajectory \( x_{\text{FFP}} : \mathbb{R} \rightarrow \mathbb{R}^3 \) is given by
\[ \mathcal{P}(\omega_x, k) = \sum_{n,m,l \in \mathbb{Z}} \exp(\mathbf{A}_x n + \mathbf{A}_y m + \mathbf{A}_z l) \mathbf{J}_n(\omega_x A_x G_x) \mathbf{J}_m(\omega_y A_y G_y) \mathbf{J}_l(\omega_z A_z G_z) \mathbf{e}^{|n(N_B - 1) + m(N_B + 1) + l(N_B - 1)|}. \]  
(83)

**Proof.** For an even \( N_B \) we have
\[ \mathcal{P}(\omega_x, k) = \frac{1}{2\pi} \sum_{n,m,l \in \mathbb{Z}} \exp(\mathbf{A}_x n + \mathbf{A}_y m + \mathbf{A}_z l) \mathbf{J}_n(\omega_x A_x G_x) \mathbf{J}_m(\omega_y A_y G_y) \mathbf{J}_l(\omega_z A_z G_z) \mathbf{e}^{(n(N_B - 1) + m(N_B + 1) + l(N_B - 1) - k|z|)G_z} \]
\[ = \sum_{n,m,l \in \mathbb{Z}} \exp(\mathbf{A}_x n + \mathbf{A}_y m + \mathbf{A}_z l) \mathbf{J}_n(\omega_x A_x G_x) \mathbf{J}_m(\omega_y A_y G_y) \mathbf{J}_l(\omega_z A_z G_z) \mathbf{e}^{(n(N_B - 1) + m(N_B + 1) + l(N_B - 1) - k|z|)G_z} \]
\[ \delta_{(n(N_B + 1)(N_B - 1) + m(N_B + 1) + l(N_B - 1), k)}. \]
whereas for an odd \( N_B \) we obtain
\[ \mathcal{P}(\omega_x, k) = \sum_{n,m,l \in \mathbb{Z}} \exp(\mathbf{A}_x n + \mathbf{A}_y m + \mathbf{A}_z l) \mathbf{J}_n(\omega_x A_x G_x) \mathbf{J}_m(\omega_y A_y G_y) \mathbf{J}_l(\omega_z A_z G_z) \mathbf{e}^{(n(N_B + 1)(N_B - 1) + m(N_B + 1) + l(N_B - 1), 2k)}. \]
To simplify the expression, we choose the phase offsets to be \( \varphi_x = \varphi_y = \varphi_z = 0 \) in the following. The argument of the Kronecker symbol follows the constraints in Lemma 7.2.

The correctness of the frequency-domain representation in (78) can be observed using the same arguments as in the proof of Theorem 5.1 (see (59), (60), (61)) while using the additional relationship \((-1)^{n(k,\lambda_1,\lambda_2)+m(k,\lambda_1,\lambda_2)+l(k,\lambda_2)} = (-1)^{l_1} \).

Making use of Lemma 4.11 and assuming that \(|k| > 0\), we can give an upper bound for the \(L^1\)-norm of \(\hat{s}_k(\omega_x)\). By combining all factors into a constant \(C_2 > 0\), it can be shown that

\[
\|\hat{s}_k\|_{L^1} \leq C_2 \sum_{\lambda_1,\lambda_2 \in \mathbb{Z}} \max(1, |n(\lambda_1, \lambda_2, k)|^2) \cdot \max(1, |l(\lambda_2, k)|^2) \max(1, |m(\lambda_1, \lambda_2, k)|^2) < \infty,
\]

where we used the fact that for \(k > 0\) there are no \(\lambda_1, \lambda_2 \in \mathbb{Z}\) such that \(|l(\lambda_2, k)| = 0\). Similar to the 2D case, by assuming a zero mean voltage signal, we may set \(\hat{s}_0(x) = 0\) and \(\hat{s}_0(\omega_x) = 0\). Thus, altogether, the series is well defined and the system function \(\hat{s}_k(\omega_x)\) is in \(L^1(\mathbb{R}^3)\), so that an inverse Fourier transform exists. Analog to Section VI, we can make use of Lemma 4.13 and obtain for the inverse Fourier transform of \(\hat{s}_k(\omega_x)\) the expression in (78). Thus, Theorem 7.1 is finally proven.


VIII. Numerical Evaluation

We evaluated the two-dimensional excitation model from Section VI for the system function on the \(x\)-receive channel. To approximate the infinite series in (64) we calculated

\[
\lambda^* = \arg\min_{\lambda} |k - \lambda N_B| + |k - \lambda(N_B - 1)|
\]

corresponding to the minimal mixing order and then

\[
s_k(x) \approx \sum_{\lambda = -60}^{60} \frac{(-1)^{k+1} \omega_k}{\pi^2} \int_{\mathbb{R}^2} \left[ \frac{\partial^2}{\partial z_1 \partial z_2} \mathcal{L} \left( \beta x \left( \frac{z_1}{x_3 - \frac{G_{xx}}{A_x} u_1} \right) \right) \right]_{z_1=x_1-u_1}^{z_1=x_1+u_1} \cdot \left[ \frac{G_{xx}}{A_x} u_1 \right]_{z_2=x_2-u_2}^{z_2=x_2+u_2} \cdot \left[ \frac{G_{xx}}{A_x} u_2 \right]_{z_3=x_3-u_3}^{z_3=x_3+u_3} V_{k+\lambda N_B} \left( \frac{G_{xx}}{A_x} u_1 \right) V_{k-\lambda(N_B-1)} \left( \frac{G_{xx}}{A_x} u_2 \right) du_1 du_2.
\]

Table 1 defines all additional simulation parameters. For the simulation of the temporal model in (7), we sampled along the temporal dimension with the sampling distance \(\Delta t\) for one period of the FFP trajectory, resulting in 6001 taps. In a next step, we approximated the frequency components by using the discrete Fourier transform \(s_k^{\text{FFT}}(x_n)\), where only frequencies up to \(k = 1000\) were included. The spatial sampling for the temporal model was performed with the spatial sampling distance \(\Delta x_j\), resulting in a grid of size 365 \times 365 in the field of view (FOV).

The frequency model (84) \((s_k^{\text{approx}}(x_n))\) was simulated up to \(k = 1000\) with the spatial sampling distance \(\Delta x_j\), which was an 8 times finer grid than for sampling with \(\Delta x_j\). This was done to reduce the errors due to the discretization of the convolution integral in (84). The convolution was simulated in the range of \([-32.5, 32.5]^2\) mm². This helped us to avoid errors at the boundaries of the FOV in the simulation. Afterwards, we downsamples and cropped the area of our approximation so that the new model \(s_k^{\text{approx}}(x_n)\) was matched to \(s_k^{\text{FFT}}(x_n)\).

Last but not least, we simulated also the spatial frequency model (66) using the two-dimensional Fourier transform of the Langevin function from Appendix E. Spatial frequencies were considered in the range of \(\pm 7860.3\) cycles/m in each dimension. The model was discretized to 6133 × 6133 sampling points. Afterwards, we transformed the approximation back into the spatial domain and matched the spatial positions against \(s_k^{\text{FFT}}(x_n)\).

To obtain an objective quality criterion, we calculated the average relative error with respect to the temporal

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vacuum permeability</td>
<td>(\mu_0)</td>
</tr>
<tr>
<td>Boltzmann constant</td>
<td>(k_B)</td>
</tr>
<tr>
<td>Particle core diameter</td>
<td>(D)</td>
</tr>
<tr>
<td>Particle core volume</td>
<td>(V_c)</td>
</tr>
<tr>
<td>Temperature</td>
<td>(T)</td>
</tr>
<tr>
<td>Sat. magnetization</td>
<td>(M_s)</td>
</tr>
<tr>
<td>(\hat{\mu}_0)</td>
<td>(\frac{\mu_0 V M}{k_B})</td>
</tr>
<tr>
<td>(G)</td>
<td>(1 T/m)</td>
</tr>
<tr>
<td>(A)</td>
<td>(2 T/m)</td>
</tr>
<tr>
<td>Excitation amplitudes</td>
<td>(A_{xy})</td>
</tr>
<tr>
<td>Excitation frequencies</td>
<td>(f_x)</td>
</tr>
<tr>
<td>FFP Duration</td>
<td>(T_D)</td>
</tr>
<tr>
<td>(\lambda^*)</td>
<td>(\lambda^*)</td>
</tr>
<tr>
<td>(\Delta t)</td>
<td>(\Delta t)</td>
</tr>
<tr>
<td>(\Delta x)</td>
<td>(\Delta x)</td>
</tr>
<tr>
<td>(\Delta y)</td>
<td>(\Delta y)</td>
</tr>
<tr>
<td>(\Delta z)</td>
<td>(\Delta z)</td>
</tr>
<tr>
<td>(\max k)</td>
<td>(k_{\max})</td>
</tr>
</tbody>
</table>

Table 1: Parameters inside the numerical validation
While the results for the one-, two-, and three-dimensional cases have been presented separately, it is also possible to derive the lower-dimensional cases from the three-dimensional one by setting $A_x$ and/or $A_z$ to zero and using the fact that $f(0) = \delta_{t,0}$. However, when keeping the period length $T_D$ in (74) also for the one- and two-dimensional FFP-trajectories, several frequency components $\tilde{s}_k(\omega_x)$ and $\tilde{s}_x(x)$ will become systematically zero, because $T_D$ will contain multiple periods of the lower-dimensional trajectories. The separate presentations in Sections V and VI are therefore more compact.

Although the formulations developed in this work are based on a quite simplified model of MPI, they help us to consolidate the mathematical description of MPI. Many observed phenomena in MPI can be explained or proven using this model. For example, the formulation helps to validate reconstruction strategies based on Chebyshev polynomials and matrix compression strategies [22–25] and explains frequency mixing between spatial and temporal frequencies. Still, many physically relevant aspects are not captured by this model, such as relaxation effects, inhomogeneous magnetic fields, and the fact that the SPIO’s diameters in a probe are polydisperse rather than monodisperse. Future work can be directed toward extending the developed model to some of these points. It also seems very important to examine the function $P(\omega_x, k)$ in (11) for different FFP-trajectories, because this function plays a central role in the mapping between spatial and temporal frequencies [10].
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Appendix A:

Proof of Lemma 4.1. The uniform convergence of the series (18) can be shown with help of the gamma function $\Gamma : \mathbb{C} \rightarrow \mathbb{C}$, which is an extension of the factorial function to complex values.

The gamma function is given by

$$\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt,$$

and based on this, the digamma function is defined as

$$\psi(z) = \frac{d}{dz} \ln(\Gamma(z)) = \frac{\Gamma'(z)}{\Gamma(z)}.$$
The digamma function has the following properties [13]:
\[
\psi(1 - z) - \psi(z) = \pi \cot(\pi z)
\]
\[
\psi(z + 1) - \psi(z) = \frac{1}{z}.
\]
Using these formulas and subtracting the first from the second equation results in
\[
\psi(1 - z) - \psi(z + 1) = \pi \cot(\pi z) - \frac{1}{z}.
\]  \hfill (85)

If we now use as complex argument \(z = \frac{i \pi}{x} (x \in \mathbb{R})\) and multiply (85) with the factor \(\frac{\pi}{x}\) we get the following representation for the Langevin function:
\[
\mathcal{L}(x) = \coth(x) - \frac{1}{x} = i \cot(ix) - \frac{1}{x} = \frac{1}{\pi} \left( \frac{\pi}{x} \cot(ix) + \frac{1}{x} \right)
\]
\[
= \frac{1}{\pi} \left( \pi \cot \left( \frac{\pi}{x} \right) - \frac{1}{x} \right)
\]
\[
= \frac{1}{\pi} \left( \psi(1 - i \frac{\pi}{x}) - \psi(i \frac{\pi}{x} + 1) \right).
\]  \hfill (86)

The digamma function can be expressed by the series expansion [13]:
\[
\psi(z + 1) = -\gamma + \sum_{k=1}^{\infty} \frac{1}{k(z + k)}, \quad z \neq -1, -2, -3, \ldots \quad (87)
\]

By inserting (87) into (86) we get
\[
\mathcal{L}(x) = \frac{1}{\pi} \left( \psi(1 - i \frac{\pi}{x}) - \psi(i \frac{\pi}{x} + 1) \right)
\]
\[
= \frac{1}{\pi} \left( -\gamma + \sum_{k=1}^{\infty} \frac{1}{k(z + k)} + \gamma - \sum_{k=1}^{\infty} \frac{1}{k(k + i \frac{\pi}{x})} \right)
\]
\[
= \frac{1}{\pi} \left( \sum_{k=1}^{\infty} \frac{1}{k(z + k)} - \sum_{k=1}^{\infty} \frac{1}{k(k + i \frac{\pi}{x})} \right)
\]  \hfill (88)

We now use the pointwise convergence to \(\mathcal{L}(x)\) in the further derivation of the series expansion. Pointwise convergence is given, because for fixed \(x\), the series in (88) are absolutely convergent. This can easily be proved, since \(\left| \frac{1}{k(z + k)} \right| = O\left(\frac{1}{z^2}\right)\) and for such a term a series is absolutely convergent and allows for combining the two series into one:
\[
\mathcal{L}(x) = \frac{x}{\pi^2} \left( \sum_{k=1}^{\infty} \frac{1}{k(z + k)} + \sum_{k=1}^{\infty} \frac{1}{k(k + i \frac{\pi}{x})} \right)
\]
\[
= \frac{x}{\pi^2} \left( \sum_{k=1}^{\infty} \frac{1}{k(z + k)} + \frac{1}{k(k + i \frac{\pi}{x})} \right)
\]  \hfill (89)

Additionally, the series is also uniformly convergent on every finite closed interval \(\Omega = [-\alpha, \alpha]\) with \(\alpha \in \mathbb{R}\). We prove this by the Weierstrass \(M\)-test:
\[
\forall k \in \mathbb{N} \quad \forall x \in \Omega \quad \exists c_k > 0 : \quad |f_k(x)| \leq c_k \wedge \sum_{k=1}^{\infty} c_k < \infty
\]
\[
\Rightarrow \sum_{k=1}^{\infty} f_k(x) \text{ is uniformly convergent.}
\]

Now let \(f_k(x) = \frac{2x}{\pi^2 k^2 + x^2}\). Then, due to the antisymmetry \(f_k(x) = -f_k(-x)\), it is sufficient to find the maximizer \(x_{\text{max}} \in [0, \alpha]\). The function term \(f_k(x)\) and its derivatives are
\[
f_k(x) = \frac{2x}{\pi^2 k^2 + x^2}, \quad f'_k(x) = \frac{2\left(\pi^2 k^2 - x^2\right)}{(\pi^2 k^2 + x^2)^2},
\]
\[
f''_k(x) = \frac{4\left(x^2 - 3\pi^2 k^4\right)}{(\pi^2 k^2 + x^2)^3}.
\]

For \(k \leq K - 1 \leq \alpha \pi < K\), the maximizer on the interval \([0, \alpha]\) of \(f_k(x)\) is \(x_{\text{max}}^k = \pi k\). This can be checked by observing that \(|f'_k(x_{\text{max}}^k)| = 0\) and \(f''_k(x_{\text{max}}^k) = \frac{1}{x^2} < 0\). For \(k \geq K\) it can be verified that for all \(\tau \in [0, \alpha]\) we have \(f''(\tau) > 0\). It follows that the continuous function is strictly increasing on the interval and that the maximal value is reached on the right boundary of the interval: \(x_{\text{max}}^k = \alpha\). This gives us the inequality
\[
\sum_{k=1}^{\infty} |f_k(x)| = \sum_{k=1}^{K-1} |f_k(x)| + \sum_{k=K}^{\infty} |f_k(x)|
\]
\[
\leq \sum_{k=1}^{K-1} \frac{2}{\pi k} + \sum_{k=K}^{\infty} \frac{2\alpha}{\pi^2 k^2 + \alpha^2}
\]
\[
< c + 2\alpha \sum_{k=1}^{\infty} \frac{1}{\pi^2 k^2 + \alpha^2} \quad \text{with} \quad c \in \mathbb{R}
\]
\[
< c + 2\alpha \sum_{k=1}^{\infty} \frac{1}{\pi^2 k^2} = \frac{c + \alpha}{3} < \infty.
\]

The Weierstrass \(M\)-test is fulfilled and it follows that the series is uniformly convergent. Due the pointwise convergence in (89) it is uniformly convergent to \(\mathcal{L}(x)\) on every arbitrary finite interval on \(\mathbb{R}\). \(\square\)

**Appendix B:**

**Proof of Lemma 4.8.** Without loss of generality, we only consider \(\mathcal{L}'(\omega_x)\) in this proof, as the other components follow equivalently.

Utilizing the integration in spherical coordinates
\[
\omega_x(s, \varphi, \theta) = \begin{bmatrix} \omega_{x_1} \\ \omega_{x_2} \\ \omega_{x_3} \end{bmatrix} = \begin{bmatrix} s \sin(\theta) \cos(\varphi) \\ s \sin(\theta) \sin(\varphi) \\ s \cos(\theta) \end{bmatrix}
\]
for all $\ell, m, n \in \mathbb{N}_0$ it holds that
\[
\int_{\mathbb{R}^3} \omega_s \omega_s^m \omega_j^m \mathcal{L}_j(\omega_j) \, d\omega_j = \int_0^\infty \int_0^\pi \int_0^{2\pi} |s^{\ell+m+n} \sin^m(\theta) \cos^m(\theta)| s^2 \sin(\theta) \, d\phi \, d\theta \, ds.
\]
Inserting
\[
\mathcal{L}_j(\omega_j(s, \varphi, \theta)) = i \Lambda_j(s) \sin(\theta) \cos(\varphi),
\]
where we use that $|\omega_j(s, \varphi, \theta)| = s$, we get
\[
\int_{\mathbb{R}^3} \omega_s \omega_s^m \omega_j^m \mathcal{L}_j(\omega_j) \, d\omega_j = \int_0^\infty \int_0^\pi \int_0^{2\pi} |s^{\ell+m+n} \Lambda_j(s)| s^2 \sin(\theta) \, d\phi \, d\theta \, ds = 4\pi \int_0^\infty |s^{\ell+m+n+2} \Lambda_j(s)| s^2 \, ds.
\]
The calculations for $\nu \in \{1, 2, 3\}$ follow equivalently. We now have to verify for $\mathcal{L}_j(\omega_j) \in L^1(\mathbb{R}^3)$ that $|s^{\ell+m+n+2} \Lambda_j(s)|$ is absolutely integrable. We first obtain
\[
\int_0^\infty |s^{\ell+m+n+2} \Lambda_j(s)| \, ds = 4\pi^2 \int_0^{\infty} s^{\ell+m+n+2} \left( (\pi s + 1)^2 e^{\pi s} - 1 \right) \left( (1-e^{-\pi s})^2 \right) \frac{ds}{(e^{\pi s} - 1)^2}
\]
\[
= 4\pi^2 \int_0^{\infty} s^{\ell+m+n+2} \left( (\pi s + 1) - e^{-\pi s} \right) e^{\pi s} \left( (1-e^{-\pi s})^2 \right) \frac{ds}{(e^{\pi s} - 1)^2}
\]
\[
= 4\pi^2 \int_0^{\infty} s^{\ell+m+n+2} \left( (\pi s + 1) - e^{-\pi s} \right) \left( (1-e^{-\pi s})^2 \right) \frac{ds}{(e^{\pi s} - 1)^2}
\]
To simplify the problem, we define $\mu = \ell + m + n$ and investigate under which constraints on $\mu \geq 1$ the function
\[
F(s) = \begin{cases} \frac{s^{\mu}(\pi s + 1) - e^{-\pi s}}{(1-e^{-\pi s})^2}, & s \geq 0 \\ 0, & s < 0 \end{cases}
\]
is in $L^1(\mathbb{R})$. We first aim to find some bounds and limits for $F(s)$, given $\mu \geq 1$ and $s \geq 0$. Using L'Hospital's rule, it is straightforward to show that
\[
\lim_{s \to 0} F(s) = 2 \delta_{(\nu,1)} \frac{\mu}{\pi},
\]
where $\delta_{(\nu,1)}$ denotes the Kronecker delta. This means that the value at zero is well defined. Next, we rewrite $F(s)$ for $s > 0$ as
\[
F(s) = \frac{s^\mu}{1-e^{-\pi s}} \left( \frac{\pi s}{1-e^{-\pi s}} + 1 \right) e^{-\pi s}, \quad s > 0
\]
and observe that $F(s) > 0$ for all $s > 0$. To obtain an upper bound on $F(s)$, let us start with the inequality
\[
\pi s + 1 < e^{\pi s}.
\]
By multiplying this expression with $e^{-\pi s}$ and changing the order we get
\[
e^{-\pi s}(\pi s + 1) < 1
\]
\[
0 < 1 - \pi s e^{-\pi s} - e^{-\pi s}
\]
\[
\pi s < \pi s + 1 - \pi s e^{-\pi s} - e^{-\pi s} = (\pi s + 1)(1 - e^{-\pi s})
\]
\[
\frac{\pi s}{1-e^{-\pi s}} < \pi s + 1,
\]
which holds for all $s > 0$. Finally, we obtain the upper bound
\[
F(s) < \frac{1}{\pi} |s^\mu - (\pi s + 1)(\pi s + 2)e^{-\pi s} | < \frac{1}{\pi} (\pi s + 2)^{\mu+1} e^{-\pi s}.
\]
Now we prove that $F(s) \in L^1(\mathbb{R})$ for $\mu \geq 1$. Using the upper bound, we have
\[
\int_{-\infty}^\infty |F(s)| \, ds < \frac{1}{\pi} \int_{0}^\infty (\pi s + 2)^{\mu+1} e^{-\pi s} \, ds.
\]
The substitution $z = \pi s + 2$ yields
\[
\int_{-\infty}^\infty |F(s)| \, ds < \frac{1}{\pi} \int_{0}^\infty z^{\mu+1} e^{-(z-2)} \, dz = \frac{1}{\pi} \int_{0}^\infty z^{\mu+1} e^{z-2} \, dz \leq \frac{e^2}{\pi^2} \int_{0}^\infty z^{\mu+1} e^z \, dz = \frac{e^2 (\mu+2)}{\pi^2} < \infty.
\]
Thus, $F(s) \in L^1(\mathbb{R})$ for all $\mu \geq 1$. Now, let us consider the original problem (90). From $F(s) \in L^1(\mathbb{R})$ for all $\mu \geq 1$, we can conclude that for $\mu = m + n + \ell \geq 1$ we have $\omega_s \omega_s^m \omega_j^m \mathcal{L}_j(\omega_j) \in L^1(\mathbb{R}^3)$.

Appendix C:

Proof of Lemma 4.12. We aim to prove the convolution correspondence in Lemma 4.12, which helps us to unify the notation in this work. First, we rewrite the left term in (44) with
\[
v_0(\frac{x}{a}) = \text{rect}(\frac{x}{a}) \cdot \frac{\delta(x)}{\sqrt{1 - \frac{x^2}{a^2}}}, \quad \alpha \not= 0
\]
from (35) as
\[
\int_{-\infty}^{\infty} F(x-y) \frac{1}{|a|} \text{rect} \left( \frac{y}{2a} \right) \frac{1}{\sqrt{1-\left( \frac{y}{a} \right)^2}} dy
\]
\[
= \int_{-|a|}^{|a|} F(x-y) \frac{1}{|a|} \frac{1}{\sqrt{1-\left( \frac{y}{a} \right)^2}} dy
\]
Partial integration yields
\[
\int_{-|a|}^{|a|} F(x-y) \frac{1}{|a|} \frac{1}{\sqrt{1-\left( \frac{y}{a} \right)^2}} dy
\]
\[
= F(x-y) \frac{a}{|a|} \arcsin \left( \frac{y}{a} \right) \bigg|_{-|a|}^{|a|} + \int_{-|a|}^{|a|} f(x-y) \frac{a}{|a|} \arcsin \left( \frac{y}{a} \right) dy
\]
\[
= \frac{\pi}{2} F(x-|a|) + F(x+|a|) + \int_{-|a|}^{|a|} f(x-y) \frac{a}{|a|} \arcsin \left( \frac{y}{a} \right) dy.
\]
Now notice that because of \( \lim_{x \rightarrow \pm \infty} F(x) = \pm c \) with \( c \in \mathbb{R} \) and \( F(x) \in L^\infty(\mathbb{R}) \), it holds that
\[
\int_{-\infty}^{\infty} F(x-\tau) \text{sgn}(\tau - y) d\tau
\]
\[
= \int_{-\infty}^{y} F(x-\tau) d\tau - \int_{y}^{\infty} F(x-\tau) d\tau
\]
\[
= -F(x-\tau) \bigg|_{\tau=-\infty}^{\tau=y} + F(x-\tau) \bigg|_{\tau=y}^{\tau=\infty}
\]
\[
= 2F(x-y) - \lim_{\tau \rightarrow -\infty} \int_{-\infty}^{\tau} F(x-\tau) + F(x+\tau) = 2F(x-y).
\]
Using this relationship inside the convolution integral in (91), we get
\[
\int_{-\infty}^{\infty} F(x-y) \frac{1}{|a|} \text{sgn}(y-|a|) + \text{sgn}(y+|a|)) + \arcsin \left( \frac{y}{a} \right) dy.
\]
\[
= \frac{\pi}{4} \left( \text{sgn}(y-|a|) + \text{sgn}(y+|a|) \right) + \frac{1}{\text{sgn}(a)} \arcsin \left( \frac{y}{a} \right) dy.
\]
is equivalent to
\[
\frac{\pi}{4} \left( \frac{y}{a} + 1 \right) - \frac{1}{\text{sgn}(a)} \arccos \left( \frac{y}{a} \right)
\]
with \( \text{sgn}(a) = \frac{a}{|a|} = \frac{|a|}{a} \). Thus, we have obtained the expression on the right-hand side of (44).

**Appendix D:**

**Proof of Lemma 7.2.** We aim to prove the constraints on \( n, m, \ell \) for three-dimensional MPI formulated in Lemma 7.2. For this, we need to distinguish between different cases.

**Case 1: \( N_B \text{ even} \)** The following manifold condition has to hold:
\[
k = \begin{cases} 
\begin{pmatrix} (N_B+1)(N_B-1), & N_B(N_B + 1), & N_B(N_B - 1) \end{pmatrix} 
\end{cases} \begin{pmatrix} n \\ m \\ \ell \end{pmatrix}
\]
with \( k, \ell, m, n \in \mathbb{Z} \). This constraint means that all points \((m, n, \ell)\) are lying on a plane inside a three-dimensional space. We can verify that
\[
\begin{pmatrix} n \\ m \\ \ell \end{pmatrix} = \begin{pmatrix} -k \\ \frac{k}{2} + \lambda_1 \\ \lambda_1 \\ \frac{k}{2} + \lambda_2 \end{pmatrix}
\]
\[
\begin{pmatrix} N_B \\ -N_B - 1 \\ -N_B + 1 \end{pmatrix}
\]
\[
(93)
\]
with \( \lambda_1, \lambda_2 \in \mathbb{Z} \) is a valid solution that fulfills (92) by inserting (93) into (92):
\[
\begin{pmatrix} (N_B+1)(N_B-1), & N_B(N_B + 1), & N_B(N_B - 1) \end{pmatrix} \begin{pmatrix} n \\ m \\ \ell \end{pmatrix}
\]
\[
= -k(N_B+1)(N_B-1) + \frac{k}{2} N_B(N_B + 1) + \frac{k}{2} N_B(N_B - 1)
\]
\[
+ \lambda_1 \left( (N_B+1)(N_B-1)N_B + N_B(N_B + 1)(-N_B - 1) \right)
\]
\[
+ \lambda_2 \alpha \left( (N_B+1)(N_B-1)2N_B - (N_B^2 - N_B - N_B^2 + N_B - 1) \right)
\]
\[
= k \left( N_B^2 - 1 \right) + \frac{k}{2} (N_B^2 + N_B) + \frac{k}{2} (N_B^2 - N_B)
\]
\[
= k.
\]
This means that the constraint (92) is fulfilled for both even and odd \( k \) in (80) and (81), respectively. According to (93), for even \( k \) and \( \alpha = 0 \) as well as for odd \( k \) and \( \alpha = \frac{1}{2} \), we have \( \lambda_1, \lambda_2 \in \mathbb{Z} \) and \( n, m, \ell \in \mathbb{Z} \). The general case with \( \lambda_1 \in \mathbb{R} \) can be expressed as \( \lambda_1 = \tilde{\lambda}_1 + \beta_1 \) with \( \tilde{\lambda}_1 \in \mathbb{Z} \) and \( \beta_1 \in (0, 1) \). Now, we differentiate between \( k \in \mathbb{Z} \) even and odd.

1. **\( k \text{ even and } \alpha = 0 \):** It is sufficient to check for which
Here, using that

\[
\beta_1 \text{ the following constraints are fulfilled:}
\]

\[
(\beta_1 + 2\beta_2)N_B \in \mathbb{Z}, \quad (94)
\]

\[
-(\beta_1 + \beta_2)(N_B - 1) \in \mathbb{Z}, \quad (95)
\]

\[
-\beta_2(N_B + 1) \in \mathbb{Z}. \quad (96)
\]

By adding up (94) and (95) and rearranging the obtained equation we get

\[
\beta_1 + \beta_2(N_B + 1) \in \mathbb{Z}. \quad (97)
\]

Consequently, only \( \beta_1 = 0 \) or \( \beta_1 = 1 \) are valid solutions. By subtracting (96) from (95) and setting \( \beta_1 = 0 \) we get

\[
2\beta_2 \in \mathbb{Z}, \quad (98)
\]

which only allows a solution with \( \beta_2 \in \{0, \frac{1}{2}, 1\} \).

Utilizing that \( N_B \) is even, we have \( \beta_2N_B \in \mathbb{Z} \) and consequently we get from (96)

\[
-\beta_2(N_B + 1) = -\beta_2N_B - \beta_2 \in \mathbb{Z} \Rightarrow -\beta_2 \in \mathbb{Z}.
\]

This means that \( \beta_2 = 0 \) or \( \beta_2 = 1 \) are the only valid solutions. Therefore, there is no \( \beta_1, \beta_2 \in \{0, 1\} \) such that \( n, m, \ell \in \mathbb{Z} \).

2. \( k \) odd and \( \alpha = \frac{1}{2} \): Here, using that \( \frac{N_B}{2} \in \mathbb{Z} \), (93) results in the following constraints:

\[
(\beta_1 + 2\beta_2)N_B \in \mathbb{Z}, \quad (99)
\]

\[
-(\beta_1 + \beta_2)(N_B - 1) \in \mathbb{Z}, \quad (100)
\]

\[
-\beta_2(N_B + 1) \in \mathbb{Z}. \quad (101)
\]

These are exactly the same constraints as (94), (95), and (96). Consequently, the constraints on \( \beta_1 \) and \( \beta_2 \) are also the same.

**Case 2: \( N_B \) odd** To derive the manifold conditions for the case where \( N_B \) is odd, we set

\[
2k = [(N_B + 1)(N_B - 1), \quad N_B(N_B + 1), \quad N_B(N_B - 1)]
\]

The fact that \( \lambda_1, \lambda_2 \in \mathbb{Z} \) holds can be concluded from the three constraints

\[
(\lambda_1 + \lambda_2)N_B \in \mathbb{Z}, \quad (103)
\]

\[
-\left(\lambda_1 + \frac{\lambda_2}{2}\right)(N_B - 1) \in \mathbb{Z}, \quad (104)
\]

\[
-\frac{\lambda_2}{2}(N_B + 1) \in \mathbb{Z}. \quad (105)
\]

By adding up (103) and (104) and rearranging the obtained equation we get

\[
(N_B + 1)\frac{\lambda_2}{2} + \lambda_1 \in \mathbb{Z}.
\]

Consequently, \( \lambda_1 \in \mathbb{Z} \). By subtracting (105) from (104) and setting \( \lambda_1 = 0 \) we get

\[
\lambda_2 \in \mathbb{Z}. \quad \Box
\]

**Appendix E:**

In the following, the two-dimensional Fourier transforms of \( \ell_n : \mathbb{R}^2 \to \mathbb{R} \) with \( \ell_n(x) = \ell_n(\|x\|) \) and \( \ell : \mathbb{R}^2 \to \mathbb{R} \) are calculated, and it is shown how they can be treated numerically. To simplify the calculations, we use the Hankel transform, which is closely related to the spherical coordinate system. To this end, we calculate \( \ell \) with the Hankel transform (98), in which we use the Hankel transform of rotational invariant functions [26]. The Hankel transform with order \( \mu > -\frac{1}{2} \) of a function \( g : \mathbb{R}^+ \to \mathbb{R} \) is defined as

\[
g_{\mu}(s) = \mathcal{H}_\mu[g(r)] = \int_0^\infty J_\mu(sr)g(r)r \, dr,
\]

where \( J_\mu(s) \) denotes the \( \mu \)-th Bessel function of first kind.

Now let \( f : \mathbb{R}^n \to \mathbb{R} \) be a rotational invariant function, so that

\[
f(x) = F(\|x\|) = F(r),
\]

where \( F : \mathbb{R}^+ \to \mathbb{R} \) denotes a one-dimensional function.

Then we have for the Fourier transform

\[
\hat{f}(\omega_x) = \hat{f}_{n}(s) = \hat{f}_{n}(\|\omega_x\|)
\]

with

\[
\hat{f}_{n}(s) = (2\pi)^\frac{n}{2} s^{-\frac{n-1}{2}} \mathcal{H}_{\frac{n-1}{2}} \left[ r^\frac{n-1}{2} F(r) \right].
\]

For the special case of \( n = 2 \) we state the expressions explicitly. For \( n = 2 \) we obtain

\[
\hat{f}_{2}(s) = 2\pi \mathcal{H}_{0}[F(r)] = 2\pi \int_0^\infty J_0(sr)F(r)r \, dr,
\]
where the zeroth order Hankel transform of $\mathcal{L}_0(r)$ reads

$$
\mathcal{H}_0[\mathcal{L}_0(r)] = \mathcal{H}_0 \left[ \sum_{k=1}^{\infty} \frac{2}{k^2 \pi^2 + r^2} \right] = \sum_{k=1}^{\infty} \mathcal{H}_0 \left[ \frac{2}{k^2 \pi^2 + r^2} \right]
$$

$$
= \sum_{k=1}^{\infty} 2K_0(k\pi s) = 2 \sum_{k=1}^{\infty} \int_{0}^{\infty} e^{-k\pi s \cosh(t)} \, dt
$$

$$
= 2 \int_{0}^{\infty} \sum_{k=1}^{\infty} e^{-k\pi s \cosh(t)} \, dt
$$

$$
= \int_{0}^{\infty} \frac{2}{e^{s \cosh(t)} - 1} \, dt
$$

with $K_0(k\pi s)$ being the modified Bessel function of second kind.

Finally, we use the above result to state the rotation-invariant Fourier transforms of $\mathcal{L}_0(r)$ with $r = \|\mathbf{x}\|$ in two-dimensions. For the 2D case, we have

$$
\hat{\mathcal{L}}_0(\omega_x) = \Lambda_2(s) = 4\pi \int_{0}^{\infty} \frac{1}{e^{s \cosh(t)} - 1} \, dt \tag{106}
$$

with $s = \|\omega_x\|$.

The 2D Fourier transform of the 2D Langevin function is the derivative of (106), multiplied by the normalized vector $\mathbf{\omega}_x / \|\mathbf{\omega}_x\|$

$$
\hat{\mathcal{L}}(\omega_x) = \frac{\partial }{\partial \omega_x} \hat{\mathcal{L}_0(\omega_x)} \bigg|_{\omega_x = \omega_x} = -4\pi i \left( \int_{0}^{\infty} \cosh(t) e^{\|\mathbf{\omega}_x\| \cosh(t)} (e^{\|\mathbf{\omega}_x\| \cosh(t)} - 1)^{-2} \, dt \right) \|\omega_x\|^2 
$$

$$
\frac{-\pi^2 i \|\omega_x\|^2}{\|\omega_x\|^2} \left( \int_{0}^{\infty} \cosh(t) \cosh^2 \left( \frac{\pi}{2} \|\mathbf{\omega}_x\| \cosh(t) \right) \, dt \right).
$$

where $\text{csch}(x) = \frac{1}{\sinh(x)}$ denotes the hyperbolic cosecant. The last formula can be reformulated by different substitutions. The following two should be noted:

1. The substitution $t = \tanh^{-1}(z)$ yields

$$
\hat{\mathcal{L}}(\omega_x) = \frac{-\pi^2 i \|\omega_x\|^2}{\|\omega_x\|^2} \int_{0}^{1} \text{csch}^2 \left( \frac{\pi}{2} \|\mathbf{\omega}_x\| \sqrt{1-z^2} \right) \, dz.
$$

2. Using the substitution $z = \sin(u)$, we obtain

$$
\hat{\mathcal{L}}(\omega_x) = \frac{-\pi^2 i \|\omega_x\|^2}{\|\omega_x\|^2} \int_{0}^{\pi} \frac{\text{csch}^2 \left( \frac{\pi}{2} \|\mathbf{\omega}_x\| \cos(u) \right)}{\cos^2(u)} \, du
$$

$$
= \frac{-\pi^2 i \|\omega_x\|^2}{\|\omega_x\|^3} \int_{0}^{\infty} \left( \|\mathbf{\omega}_x\| \text{csch} \left( \frac{\pi}{2} \|\mathbf{\omega}_x\| \sec(u) \right) \right) \sec(u)^2 \, du,
$$

where $\sec(u) = \frac{1}{\cos(u)}$.

Equation (107) is quite comfortable for numerical integration, because the integrand

$$
i(\|\omega_x\|, u) = \left( \text{csch} \left( \frac{\pi}{2} \|\mathbf{\omega}_x\| \sec(u) \right) \right)^2
$$

is fully defined for all $\|\omega_x\| \neq 0$. It can be shown that

$$
\lim_{u \to \pi/2} i(\|\omega_x\|, u) = 0
$$

is the only point singularity on the finite interval $[0, \pi/2]$, which can be continuously removed. The other formulations have either a non-closed infinite interval, a non-removable singularity at the boundary of the interval, or even both. Moreover, for the numerical integration it is helpful to remove the singularity at $\|\omega_x\| = 0$ by multiplying with $\|\omega_x\|^2$. This corresponds to a second-order singularity in the integrand $i(\|\omega_x\|, u)$, which leads to

$$
\lim_{\|\omega_x\| \to 0} \|\omega_x\|^2 i(\|\omega_x\|, u) = \frac{4}{\pi^2}.
$$
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