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Abstract
Modern imaging modalities, such as magnetic particle imaging (MPI), are based on complex sequences which
require synchronous multi-channel signal generation and reception. The component of an MPI scanner responsible
for this functionality is the data acquisition (DAQ) system. Different scanner topologies and the nature of (digital) sig-
nal processing impose varying requirements on such a system. In this work, we introduce the RedPitayaDAQServer
project, which implements a flexible and scalable DAQ system. It is based on the low-cost hardware RedPitaya
STEMlab 125-14 and is able to meet the requirements of most MPI scanner concepts that have been proposed to
date.

I. Introduction
In magnetic particle imaging (MPI) the spatial distribu-
tion of superparamagnetic nanoparticles is determined
based on their non-linear response to external magnetic
fields [1]. A related method is magnetic particle spec-
troscopy (MPS), which can be seen as MPI without spatial
encoding. One important component of an MPS/MPI
device is a data acquisition (DAQ) system, which is ca-
pable of generating and measuring analog signals syn-
chronously. Depending on the considered scanner topol-
ogy, the number of synchronized in- and output signals
and their waveform can differ. During an MPI measure-
ment various magnetic fields are applied for a certain
time interval and the particle response is measured si-
multaneously. Therefore, an MPI DAQ system needs to
be able to acquire signals for the entire period length of
one field cycle, which can vary between 21.5 ms and 0.5 s
[1, 2] or even longer.

Systems for (digital) signal processing often use spe-
cialised hardware, which can result in high-performance,

but with expensive and inflexible systems. Field-
programmable gate arrays (FPGAs) are an option that
can leverage the benefits of specialised hardware while
remaining flexible. They are used in the crowd-funded
RedPitaya project that aimed to provide DAQ instrumen-
tation at a low-price. The project is a combination of
proprietary RedPitaya STEMlab circuit boards and an
open-source software ecosystem. Together they can be
used as a variety of different measurement or control
instruments. Nowadays, RedPitaya offers various circuit
boards, but we focus on their first board, the STEMlab
125-14. We refer to this as the RedPitaya board through-
out the remaining text. This board combines an FPGA
with two 125 MHz analogue-to-digital (ADC) and digital-
to-analogue (DAC) converters, as well as a general pur-
pose processor and an ethernet connection.

While the RedPitaya hardware is suitable to meet the
requirements of an MPI DAQ system, the stock software
is not. In particular, the ring-buffer storing the samples
during acquisition only holds 16.000 samples. That is
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Figure 1: Hard- and software components of a RedPi-
tayaDAQServer DAQ setup.

insufficient to accommodate the acquisition times of an
MPI measurement. The aforementioned measurement
interval of 0.5 s sampled at a rate of 1.953 MHz would
result in the buffer being overwritten 61 times.

In this work, we introduce the open-source RedPi-
tayaDAQServer project, which aims to remove the limita-
tions of the stock RedPitaya software. It provides software
components implementing a scalable and flexible data
acquisition system. Furthermore, we show how the hard-
and software can be used to build different MPI scanners.

II. Methods and Materials

The RedPitayaDAQServer project is realized as a dis-
tributed system in which one client connects to a cluster
of RedPitaya boards, each running a server and a cus-
tom FPGA image. All components of the project can be
seen in Figure 1. Communication between client and
server happens via SCPI commands over a TCP/IP con-
nection and the server is mostly used as an intermediary
to the FPGA. The FPGA image is able to generate and ac-
quire synchronized signals across multiple RedPitayas. A
client controlling the cluster can be implemented using
the provided reference Julia client library.

Signal acquisition within a cluster is based on a
shared clock and trigger signal distributed via cables be-
tween the RedPitayas. Once triggered, all FPGAs contin-
uously write the samples from their ADC channel to the
sample ring-buffer with each clock tick. The sampling
rate can be adjusted by setting a decimation parameter.
To allow for longer acquisition times, the ring-buffer is
moved from the FPGA to a reserved region of 128 MB size
within the main memory of the RedPitaya board. The
highest supported sampling rate is 15.625 MHz. At this
rate a sample exists within the buffer for around two sec-
onds before being overwritten. To retrieve samples from
a RedPitaya, the client instructs the server to transmit
portions of the reserved memory region. This portion
is based on the number of samples requested and the
sample to start with, counted from the beginning of the
acquisition. The server tracks potential data loss and
buffer state for each transmission. This can be used to
identify and improve bottlenecks of a client implemen-
tation and to retry measurements.

For signal generation, each FPGA image can produce

the following signals on the two DAC channel:

Si (t ) = ai ,1w (t , fi ,1,ϕi ,1) +oi + õi (t )

+
4
∑

j=2

ai , j sin(2π fi , j t +ϕi , j ).

Each channel i in a cluster can generate a composite
waveform consisting of four components, a fixed and a
time-varying offset oi and õi (t ). Of the four components
only the first component has a variable waveform w ,
which can be a sine, square, triangle or sawtooth wave.
For each component, the amplitude ai , j , frequency fi , j

and phase shift ϕi , j can be set by the client. The time-
varying offsets are read from a ring-buffer managed by
the server, which are transmitted by the client before a
measurement is started. The access to this buffer and
thus the time-varying offset can be consistently updated
at a frequency of about 12 kHz. Using this approach each
channel can generate a selection field, an offset field, a
(multi-tone) drive-field excitation or a combination of
these.

Further documentation with implementation details,
small sample clients, the client library interface and de-
velopment notes for the FPGA image, the server and own
client applications can be found in the project’s reposi-
tory1.

III. Results
Together with the other open-source projects MPIMea-
surements.jl2, MPIReco.jl [3] and MPIFiles.jl [4], the Red-
PitayaDAQServer forms the software stack of various
MPS/MPI scanners [2, 5, 6]. Figure 2 shows how the Red-
Pitaya boards were used in their respective setups.

The 1D MPS (a) requires a single RedPitaya producing
a sinusoidal signal for particle excitation and receiving
the particle signal as well as a reference signal that is used
to control the applied field.

The pulsed MPS (b) [6] allows for different excitation
waveforms and requires a second output channel for
generating an offset field. In the example shown in the
figure, the board generates a rectangular signal on the
first channel overlapped with a step-wise time-varying
offset. The second signal is a step function that changes
values with each new period of the first signal.

The scanner for human brain-applications (c) [2] re-
quires more than two in- and output signals and there-
fore uses a RedPitaya cluster of size two. The first Red-
Pitaya is responsible for generating the dynamic two-
channel selection field (SF) whereas the second RedPi-
taya generates the 1D drive field (DF). Both RedPitayas
are used for particle signal and control signal acquisition.

1https://github.com/tknopp/RedPitayaDAQServer
2https://github.com/MagneticParticleImaging/
MPIMeasurements.jl

10.18416/ijmpi.2022.2203063 © 2022 Infinite Science Publishing

https://github.com/tknopp/RedPitayaDAQServer
https://github.com/MagneticParticleImaging/MPIMeasurements.jl
https://github.com/MagneticParticleImaging/MPIMeasurements.jl
https://dx.doi.org/10.18416/ijmpi.2022.2203063
https://dx.doi.org/10.18416/ijmpi.2022.2203063


International Journal on Magnetic Particle Imaging 3

RP
Particle Signal

Excit.

...
Control Signal

(a) 1D MPS

RP

Particle Signal

Excit. + x offset

y offset

...

Control Signal

(b) Pulsed MPS

RP1

Particle Signal x

2 Hz

SF Left
2 Hz

SF Right

RP2Particle Signal y
25.699 kHz

DF

...
Control Signal

(c) Headscanner

Figure 2: Block diagrams showing how the RedPitayaDAQServer is used in different MPI scanners and the type of signals they
produce and receive. The RedPitayas (RPs) were setup to generate signals for drive and selection fields (DF, SF) as well as particle
excitation and offset fields.

The performance of client-side sample retrieval de-
pends on the queries of the client, its processing of the
samples and the network bandwidth. At the highest sam-
pling rate a single RedPitaya produces data at a rate of 500
Mbit/s and can transmit at rates slightly above that. With
the performance tracking we could write and optimize
a client that managed to acquire signals continuously
for one hour without any data loss at sampling rates of
15.625 MHz for a single and 7.1825 MHz for cluster of
two and three RedPitayas (four and six channels) using
1 Gbit/s ethernet. An example of performance tracking
can be seen in Figure 3.

IV. Conclusion and Discussion

In this work we have shown how the RedPitaya hardware
together with the RedPitayaDAQServer software can be
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Figure 3: Averaged performance data of a cluster with size C
based on the distance between the requested and the latest
sample normalized by buffer size |B |. For each cluster three
full buffers were read continuously at the highest sampling rate
(15.625 MHz). The samples are retrieved in 100 equally sized
chunks. A value larger than one means data was lost.

used to realize a flexible and low-cost DAQ system that
is able to meet the requirements of MPI systems. The
DAQ system can be scaled to different numbers of in-
and output signals by introducing new STEMlab boards
to a cluster. The scalability is limited in regards to client-
side (continuous) signal acquisition by the available net-
work bandwidth and how a client application requests,
receives and processes samples.

With the implementation of a client in the open-
source Julia software stack for different MPI scanners, we
have shown that the system can achieve high-performing
data acquisitions without data loss during measure-
ments. The data loss and buffer state tracking provided
by the server proved to be an important tool in optimiz-
ing clients and testing performance of a system.

Because of the reprogrammable digital hardware and
the language agnostic communication between client
and server, the DAQ system can be adapted for different
hard- and software setups and requirements.
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