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Abstract
Magnetic particle imaging (MPI) visualizes the spatial distribution of magnetic particles based on their nonlinear
response signals. Such a process can be implemented by image reconstruction. In recent years, deep learning
techniques supported by large amounts of training data have been widely used in various medical image recon-
structions. However, the acquisition of MPI data requires a long time of obtaining and preprocessing. This makes it
impractical to obtain a sufficient amount of data for training. In this work, we propose an MPI image reconstruction
framework that incorporates physical model constraints into deep learning networks to overcome the limitation
of dependence on training data. This framework optimizes the network parameters through constraints of the
physical model rather than training with paired data. Simulation results show that this is an effective reconstruction
strategy and has good reconstruction robustness.

I. Introduction

Similar to molecular imaging techniques such as
positron emission tomography, emerging magnetic par-
ticle imaging (MPI) is a technique for quantitative vi-
sualization of magnetic nanoparticles (MNPs) distribu-
tion in vivo, and thus can respond to living biological
processes at the cellular or molecular level. In MPI, the
spatial distribution and concentration of MNPs are ob-
tained by a reconstruction based on the measured volt-

age signal. System-matrix-based reconstruction[1] and
x-space reconstruction[2] are two primarily used recon-
struction algorithms for MPI. In recent years, deep learn-
ing (DL) techniques have been used for MPI reconstruc-
tion. The vast majority of the DL-enabled MPI recon-
struction methods use supervised training strategies [3,
4] and thus require a large amount of training data to op-
timize the network parameters. It is difficult for MPI to
collect a large amount of measurement data and the cor-
responding ground truth used for reconstruction. Deep
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image prior (DIP) has been used to solve this problem in
MPI[5]. However, DIP requires proper architecture and
stopping criterion to obtain high-quality reconstruction
results[6].

In this paper, we propose an MPI image reconstruc-
tion framework that incorporates physical model con-
straints into DL networks, allowing reconstruction to
proceed without any training data. Different from the
conventional DL networks, the proposed framework in-
tegrates a physical model for generating voltage signals
from the spatial distribution of MNPs. This physical
model is based on the MPI system function to calcu-
late the voltage from the reconstruction results of DL
networks. The errors between the results calculated by
the physical model and the measured voltage are used
to optimize the weights and biases via gradient descent.
This will drive the constraint reconstruction results of
the network towards the real spatial distribution of MNPs
as the iterative process proceeds. We add regularization
terms to the network loss function compared with DIP.
This makes the proposed method not require a complex
network structure and a proper number of iterations.

II. Theory

II.I. Neural Network
In the proposed framework, the first step is to generate
the concentration distribution of MNPs using a fully con-
nected network:

ĉ=ϕθ (z) . (1)

Where ϕθ represents the neural network to reconstruct
the MNPs distribution from the input Rz → RN , θ rep-
resents the network parameters, z represents the input
of the network, and ĉ representing the reconstructed
MNPs distribution is the output of the network. Here,
the network input uses a constant vector, and the net-
work outputs the MNPs distribution using multiple fully
connected layers.

II.II. Physical Model
The physical model is used to calculate the voltage signal
from the MNPs concentration generated by the model(1).
In this work, we selected the system matrix as the physi-
cal model:

u= Sc , (2)

where c ∈ RN denotes the frequency spectrum of the
voltage, S ∈RM×N is system matrix.

II.III. Loss Function
The loss function we use consists of two parts. The first
part is the mean absolute error (MAE) between the mea-

Figure 1: Phantoms used for the simulation.

sured voltage and the voltage calculated by the physical
model:

Lu =‖ P (ϕθ (z))−ume a s ‖1
1 . (3)

Where P (·) represents the physical model, ume a s is the
measured voltage. In the second part, l1 and total vari-
ation (TV) regularization terms are used to constrain
the distribution of MNPs and improve the reconstruc-
tion quality. Therefore, the overall loss function can be
expressed:

L = Lu +α ‖ ĉ ‖1
1 +βV (ĉ) . (4)

Where V (·) represents the TV, α and β are hyperparam-
eters to adjust the ratio between different parts of the
loss.

III. Materials and Methods

III.I. Simulation Data
We investigated the reconstruction quality of the pro-
posed framework by two-dimensional simulation data.
The reconstruction result is compared to Tikhonov regu-
larized Kaczmarz reconstruction method[7]. We set the
number of iterations to 300 and adjust the regularization
parameter as the value when the peak signal-to-noise
ratio (PSNR) is the maximum.

Three different phantoms were designed to evaluate
the reconstruction quality on different kinds of image
structures (Fig. 1). We generated simulation data accord-
ing to u= Sc+σ [8], where c denotes the ground truth
andσ is a vector that adds white Gaussian noise to the
voltage. The system matrix used in this study was taken
from data provided by T. Knopp et al.[9]. Here, N = 1936
is the size of the ground truth. The sample positions have
a distance of 1 mm. M = 1372 is the size of the selected
frequency domain signal.

III.II. Network Training
The fully connected network was implemented on
Python 3.8.0 platform using Pytorch version 1.11.0. We
used the Adam optimizer to optimize the network pa-
rameters with a learning rate of 10−4. 10000 epochs were
used for each data to ensure a good reconstructed image.
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Figure 2: Comparisons between the proposed framework (a)
and Kaczmarz reconstruction (b) for data added with 1% Gaus-
sian noise.

Network training is performed on an NVIDIA TITAN GTX
GPU.

IV. Results and Discussions

We first compared the reconstruction results of the three
phantoms for the proposed framework and the Kacz-
marz method (Fig. 2). 1% Gaussian white noise was
added to the data. The results of the Kaczmarz method
contain more noise, especially in the reconstruction of
the elliptical phantom. Quantitatively comparing the
reconstruction results of the two methods, we found that
the Kaczmarz method overestimated the concentration
of MNPs. In contrast, the reconstruction results of the
proposed framework are less noisy and closer to the real
MNPs concentration.

Next, we evaluated the robustness of the two meth-
ods regarding higher levels of noise. To do this, we added
3%, 5%, and 10% white Gaussian noise to the data, re-
spectively. The reconstruction results are shown in Fig.
3. As the noise level increases, more noise is generated
at the edges of the results produced by Kaczmarz. The
proposed framework has higher noise immunity at 3%
and 5% noise. However, when the noise level reaches
10%, it will cause the image edges to be too smooth.

Finally, we calculate the PSNR and structural similar-
ity (SSIM) of the three phantoms at different noise levels
(Table 1). For the reconstruction of the letter and the
ellipses, the proposed framework provides better results,
especially in the case of high levels of Gaussian noise.
For the reconstruction of the vessel, Kaczmarz achieved
a better reconstruction. This is probably due to the fact
that the vessel has long image edges, while TV regular-
ization is not good at dealing with these edges.

V. Conclusions

We propose an effective reconstruction method for
magnetic particle imaging based on the integration of

Figure 3: Comparison between the proposed framework (a)
and Kaczmarz reconstruction (b) for data added with different
levels of Gaussian noise.

Table 1: PSNR and SSIM of the reconstruction results

noise level Letter Ellipses Vessel
1% PSNR KA 32.458 25.058 30.143

Ours 35.013 28.878 27.387
SSIM KA 0.920 0.786 0.919

Ours 0.990 0.905 0.939
3% PSNR KA 23.911 16.533 21.101

Ours 24.900 22.026 18.898
SSIM KA 0.822 0.554 0.847

Ours 0.927 0.800 0.830
5% PSNR KA 20.484 13.561 17.348

Ours 22.742 18.351 16.241
SSIM KA 0.779 0.422 0.785

Ours 0.888 0.676 0.810
10% PSNR KA 14.788 10.755 12.914

Ours 16.373 15.710 12.625
SSIM KA 0.588 0.285 0.611

Ours 0.728 0.548 0.623

deep neural networks with the physical model. The
method optimizes network parameters through con-
straints based on physical models instead of training
with a large amount of data. Simulation results showed
excellent reconstruction results and noise immunity.
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